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| SEUSHER - SEBES S

&
BEFETR login01~login10 1. ARG ZZEHF/opt/gridview, &  munge.service
Z8fEmunge. slurmf PR,

BEETR admin01 (EH) 1. BEREGZZEES/opt/gridview, )  munge.service
admin02 (&) fEmunge. slurm, slurmdbd.service

2. BUREIEER/opt/mysql-5.7.25- slurmctld.service
linux-glibc2.12-x86 64

TETR nodel~node666 1. FEMGZ=EF/opt/gridview, €, munge.service
fEmunge, slurm slurmd.service

MySQLT5/m  admin01 (FEF) 1. BUEFEZLE/opt/mysql-5.7.25-linux-  my mysqld
admin02 (&H) glibc2.12-x86 64
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| L slurmtest =

e o TR o Bl ZEHEL > >
slurmtest
£330 -5284.967T wE
CPUZER DCUZEFE
54944 5436
PEAF O slurmtest @IEE
FFEE  slurmtest
FEF /public/home/slurmtest mEEE el m BER FHER =i miET eEE e = mEd
0 54944 0 5436 0 0 0 0 0 0
o HAMRS
AIFEFIRS HPCEtHREHERS FEGERS ( FHSSTHEFS
EAZY FEEEsETE - 2021-05-22 14:18:21 W 5/ EE R
iap_cas shanshan_test
O S 588 576 | == 53| = 69) O TE & 33| HE 7| =R0)
ssct ssct_c
O T 5469 | 25 22| £R82) O R S 309 | 24| 2A 45)
® FEER
Jpublic /public/home/slurmtest
TFHEEEEAT00GB | BiER 153.02 GB/ 700 GB(21.85%)
® Hladget | k=4
4,000
3,000
2,000
1,000
: - . 1

2021-01 2021-02

2021-03 2021-04 ' 2021-05 2021-06

2021-07 2021-08 ' 2021-09 2021-10 ' 2021-11 2021-12

Swne

S 4



BRIRRA
G E-File

gy HEHR0-2Wl B slurmtest

B HE - b I BRE - O EFLE= = RIS

B | iEE.L— | #8BZ public - home - slurmtest

s ¢ SR s L=t tin i BRE
W 00-CASE-0329 - 2021-05-10 16:51:38 +hEE
00-TEST-STAR z 2021-04-02 15:31:37 bl i -
W 0203dnew - 2021-02-03 13:39:05 +hER
0206a z 2021-02-06 17:41:05 b i
W 030%a - 2021-04-29 23:17:11 +hER
0320a z 2021-04-14 22:02:13 +TE
W 0324a - 2021-03-24 20:16:53 +hER
0329 zg = 2021-04-29 10:54:25 LR
W 0329 zg me - 2021-03-29 17:32:13 +hER
0412a = 2021-04-12 21:40:28 +E
W 2017 - 2021-04-04 23:07:31 +hER
20210304 - 2021-03-04 10:16:30 +RE

1 2TREFEIGE)Y N O



ARPERNIRZFI

{ENAEMR : $SHOME/slurm template

irEdht - ESO-2E HEAF ¢ slurmtest
[slurmtest@login03 ~15 pwd

/public/home/slurmtest
[slurmtest@login03 ~]$ cd slurm_template/

[slurmtest@login03 slurm template]$ 1s

autodyn.slurm fire openmpi slurm List.txt sleep.slurm slurmFdtd. slurm slurmLammps . s1urm SU2.slurm test.openmpi
cfx-b.slurm firev2.c logs slurmAnsys.slurm slurmFluent.slurm slurmStarcem.slurm test.mpi zhangtao .mpirun
fire.c FLUENT . s1lurm LS-DYNA.slurm slurmCfx.slurm slurmGromacs.slurm slurmVasp.slurm testmpi.slurm zhangtao.srun

[slurmtest@login03 slurm template]$ I




ARPERNIRZFI

E-Shell23{ENl

HERG  TERG-EWL HEAF ¢ slurmtest
[slurmtest@login03 ~]5 pwd
/public/home/slurmtest

[slurmtest@login03 ~]% cd slurm template/

[slurmtest@login03 slurm template]$ 1s

autodyn.slurm fire openmpi slurm List.txt sleep.slurm slurmFdtd. slurm slurmLammps . slurm 8U2. slurm test. openmpi
cfx-b.slurm firev2.c logs slurmAnsys.slurm slurmFluent.slurm slurmStarccem.slurm test.mpi zhangtao.mpirun
fire.c FLUENT . s1lurm LS-DYNA.slurm slurmCfx.slurm slurmGromacs.slurm slurmVasp.slurm testmpi.slurm zhangtao.srun
[slurmtest@login03 slurm template]$ wim test.mpi
[slurmtest@login03 slurm template]$ sbatch test.mpi
Submitted batch job 8013571
[slurmtest@login03 slurm template]$ squeue
JOBID PARTITION NAME USER ST NODES NODELIST (REARSCH)

8013571 sugon FIRE slurmtes R 1 j09r3n04

[slurmtest@login03 slurm template]$ I

trl+shift+viah




IR E R FAl

FlEE (SpFll, HERL, FlFs)

@ BXITHT HERO-BIl = DfRIES E-Shell  SréHSH =R E h | & slurmtest

{EdKID < fEdkE RIFE BFIE HE FrasE BT HRE

AT
8013571 FIRE WRF sugen =T 2021-05-22 14:38:40 155862885 BAEB
] Wi BHE g T CPUREHEL) CRCPURRE)
ekt FRE R ANDSE MR GEGRUREE v ARG £
fedin Tz 00 2 it &1 2010
RNE yurmitest A i
il s T =
? BHitHE HEhG-R s DRl E-Shell =& R W 2} i | & slurmtest L TSR
SRl | el Tl R
ST SR
A 2021-05-01 00:00:00 - ) 2021-05-22 14:46:45 235 x BE S s i

fEAID < ] wAE DS SR B AR sEmhmiE) BT e e it T STt L, hemplate g

8013571 FIRE WRF sugon E5(0) 1 2021-05-22 14:38:37  2021-05-22 14:40:23 00:01:43 ) 1ns B P Py o

7955188 FLUENT 0519_1746... FLUENT sugon E(0) 3 2021-05-19 17:43:40  2021-05-19 18:09:30 00:25:45 B s puiblc homessmtest /sy Semplateio;

sleep Just/bin/sleep sugon TE2(0) 1 2021-05-19 16:57:37  2021-05-19 17:06:19 00:08:30 B IEF publicshomesurmiest/sur femplatnfogs BII5T 1 koo

7944834 FLUENT 0519 _1145... FLUENT sugon HR4(10004) 3 2021-05-19 11:42:14  2021-05-19 13:38:42 01:56:11 &

7926999 FLUENT 0518 1918... FLUENT sugon A(10004) 4 2021-05-18 19:15:26  2021-05-18 19:46:25 00:30:40 & EERE: Lipaldhcmaiumiansinm g |

7926201 STDIN 0518 170521 BASE sugon E%(0) 1 2021-05-18 17:05:25  2021-05-18 17:14:12 00:08:31 B R o W

MECHANICAL 0518..  MECHANICAL sugon A(10004) 2 2021-05-18 13:50:45  2021-05-18 14:01:03 00:01:38 ) 401 ’

7900629 STDIN 0517 163148 BASE sugon Ex0) 1 2021-05-17 16:31:52  2021-05-17 16:40:25 00:08:32 B

7890650 sleep Jusr/bin/sleep sugon 1IEZE() 1 2021-05-17 09:56:59 2021-05-17 09:58:56 00:01:49 B

7890406 STDIN_0517 085127 BASE sugon () 1 2021-05-17 08:51:26  2021-05-17 09:00:48 00:09:06 )

7890405 STDIN_0517 085102 BASE sugon E2(0) 1 2021-05-17 08:51:04  2021-05-17 08:59:54 00:08:32 &

7809950 FLUENT.slurm FLUENT iap_cas %) 16 2021-05-13 152047  2021-05-13 15:29:48 00:08:48 B
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FIFzZBEx/3/public’homeB R,
RSB R J9/public/software B3R,




JERAE

ITREREF LS 7 SMRIFMNENRMNA,
FAEA
L= B R I/public/software,

BRI TS

NEEFER, SEFAINEEIImodules

[zlurmtestlglogin software]$ l=

apps benchmark compiler mathlib

[2lurmtestllglogin software]s I

\
I 1\
I

LLIT

modules mpi

FEAIERIFESE. s, mpiF T




| FETRILE

“Environment module” (FiEfEHR)E—HIMNETEITENES.
modulerTLA#IN# (load). EEk(unload). t#(switch), XEHR(FREE
ENRIMETEIRE, MNmLBRPA{EREA RIS AT,

[rootlfglogin init]# rpm —ga|grep environment
—-modules—-3.2.10-10.=17.x86 &4

[rootlglogin init]# cat fusr/share/Modules/init/.modulespath
/public/software/modules

[rootl@glogin init]# I

& EEn<SHE-H & EFiRRunload
& &EE 0] HfERavall & TJHtEERswitch
& EETINEELAist & HEeIERpurge

& N&Et&ERload & T RIERREZAshow



[slurmtest@loginll ~]5 module awvail

/public/software/modules
bpps/abinit/8.10.3/hpcx-2.4.1-intel2017 apps/SPECFEM3D/rocm2.9/hpcx-v2.4.1-gcc-7.3.1
Bpps/amber/2018/hpex-2.4.1-gcc-7.3.1 apps/SU2/7.0.1/hpcx-2.4.1-gcc-7.3.1
bpps/anaconda2/4.3.0 apps/TensorFlow/1.14.0/hpcz-2.4.1-gcc-7.3.1
Epps/anaconda3/4.9.2 apps/TensorFlow/1.14 .0-hierarchical /hpcx-2.4.1-gcc-7.3.1
Bpps/anaconda3/5.2.0 apps/TensorFlow/2.2.0/hpcz-2.4.1-gcc-7.3.1
Epps/AutoDock-DCU/4.2.6/gcc—-7.3.1 apps/Trimmomatic/0.3.8
hpps/automake/1.16.1 apps/vasp/5.2.2/intel2017
bpps/barracuda-DCU/0.6.2 _beta/hpex-2.4.1-gec-7.3.1 apps/vasp/5.4.4/hpcz-2.4.1-intel2017
hpps/bedtools/2.29.1/gcec-7.3.1 apps/vaspkit/1.2_4/vaspkitl.2.4
bhpps/bigDFT/1.8_.3/hpcx-2.4.1-intel2017 apps/vtst/5.4.4/hpcx-2.4.1-intel2017
hpps/blast/2.10.0 apps/WRE/3.8/hpcx—2.4.1-intel2017
bpps/blastn-DCU/2.2_.28/gce-7.3.1 apps/WRE/4.2/hpcz—-2.4.1-intel2017
bpps/blastp-DCU/2.2_.28/gce-7.3.1 compiler/cmake/3.15.6
hpps/boost/intel/1.67.0 compiler/cuda/10.2
bpps/bwa/0.7.17/gcc-7.3.1 compiler/rocm/3.3
hpps/Calculix/2._16/hpcz-2.4.1-gcc-T7.3.1 compiler/rocm/3.5
bhpps/canu/1.8/gcc-7.3.1 compiler/rocm/3.9
hpps/CMAQ/5.3/hpcx-2.4.1-intel2017 compiler/rocm/3.9.1
bpps/Code Aster/13.8/hpcx-2.4.1-gcc-7.3.1 compiler/rocm/4.1.0
hpps/cp2k/6.1.0/hpcx-2.4 _1-intel2017 compiler/rocm/socprof
hpps/DUNE/2.8/hpcx-2.4.1-gcc-7.3.1 mathlib/antlr/2.7.7/intel
bpps/Elmer/8.4/hpce-2.4.1-intel2017 mathlib/cdo/1.7.2/intel
bpps/Fastoc/0.11.9 mathlib/fftw/3.3.8/double/gnu
bpps/FlameGraph/master mathlib/fftw/3.3.8/double/intel




INETEINE

B S5 CINEGRR st B EEERECEshow

[slurmtest@login0l ~]% module list
rrently Loaded Modulefiles:
1) compiler/devtoolset/7.3.1 2) compiler/rocm/2.9 3) mpi/hpcx/2.4.1/gcc-7.3.1
[slurmtest@login0l ~]5% which gcc
opt/rh/devtoolset-T7/root/usr/bin/gcc
[slurmtest@login0l ~]% which mpirun
opt/hpc/software/mpi/hpcx/v2.4.1/gcc-7.3.1/bin/mpirun
[slurmtest@login0l ~]S
[slurmtest@login0l ~]% module show compiler/devtoolset/7.3.1

opt/hpc/software/modules/compiler/devtoolset,/7.3.1:

nodule—whatis Name: Developer Toolset
nodule—whatis Version: 7.3.1
nodule—whatis Category: compiler, runtime support
PATH /opt/rh/devtoolset-7/root/usr/bin
MANPATH /opt/rh/devtoolset-7/root/usr/share/man
prepend—path INFOPATH /opt/rh/devtoolset—7/root/usr/share/info
prepend—-path PERLSLIE /opt/rh/devtoolset—7/root/usr/lib64/perls5/vendor perl:/opt/rh/devtoolset-7/root/usr/share/perl5/vendor perl
prepend—path LD LIBRARY PATH /opt/rh/devtoolset-T7/root/usr/libé4:/opt/rh/devtoolset-7/root/usr/1ib
prepend—path C INCLUDE PATH /opt/rh/devtoolset—7/root/usr/include/c++/7:/opt/rh/devtoolset—7/root/usr/include/c++/7/286 64-redhat-linux
prepend—path CPLUS_INCLUDE FATH /opt/rh/devtoolset-7/root/usr/include/ct++/7:/opt/rh/devtoolset-7/root/usr/include/ct++/7/x86 64-redhat-linux
LDFLAGS —Wl, —rpath=/opt/rh/devtoolset-7/root/usr/lib6e4 W1, -rpath=/opt/rh/devtoolset—7/root/usr/lib




NS EIR

B NEFMERlIoad

[slurmtest@login0l

=a

ZERunload

~]% module list

Currently Loaded Modulefiles:
1) compiler/devtoolset/7.3.1 2) compiler/rocm/2.9 3) mpi/hpcx/2.4.1/gcc-T7.3.1

[slurmtest@login0l
[slurmtest@login0l
[slurmtest@login0ll

~]1% module load compiler/intel/2017.5.239
~15

~]% which icc

/opt/hpc/software/compiler/intel/intel —compiler—2017.5.239/bin/intel64/icc

[slurmtest@login0Ol
[slurmtest@login0l
[slurmtest@login0l
[slurmtest@login0Ol
/usr/bin/which: no

~1%

~]1% module unload compiler/intel/2017.5.239

~15

~]1% which icc

icec in (/opt/hpc/software/mpi/hpcx/v2.4.1/gcc-7.3.1/bin: /opt/hpc/software/mpi/hpcx/v2.4.1/hcoll/b

in:/opt/hpc/software/mpi/hpcx/v2.4.1/ucx without rocm/bin:/opt/rocm/bin:/opt/rocm/hcc/bin:/opt/rocm/hip/bin:/opt/rh/

devtoolset—7/root/usr/bin: /usr/1ib64/qt-3.3/bin: /opt/hpc/software/mpi/pmix/bin: fopt/hpc/software/mpi/pmix/sbin: fopt/

hpc/software/mpi/hpcx/v2_.4.1/ucx without rocm//bin:/opt/hpc/software/mpi/hpcx/v2.4.1/ucx without rocm//sbin:/public/

home/slurmtest/perl5/bin: /opt/gridview/slurm/bin: /opt/gridview/slurm/sbin: /opt/gridview/munge/bin: /opt/gridview/mung
e/sbin:/opt/clusconf/sbin: /opt/clusconf/bin: /usr/local/bin:/usr/bin: /usr/local/sbin: /usr/sbin:/opt/ibutils/bin: /publ

ic/home/slurmtest/ .
[slurmtest@login0Ol
[slurmtest@login0l

local/bin: /public/home/slurmtest/bin)
~1%
~15




INETEINE

B SiaiEthswitch B SEEINERERpuUrge

[zlurmtest@logindl ~]% module list
Currently Loaded Modulefiles:
1) compiler/devtoolset/7.3.1 2) compiler/rocm/2.9 3) mpi/hpcx/2.4.1/gcc-7.3.1
[slurmmtest@logindl ~]15
[zlurmtest@logindl ~]% which gcc
Jopt/rh/devtoolset—7/root/usr/bin/gce
[zlurmtest@logindl ~]%
[zlurmtest@logindl ~]% which icc
Jusr/bin/which: no icc in (fopt/hpc/software/mpi/hpcx/v2.4.1/gocc-7.3.1/bin: fopt/hpc/software,/mpi/ hpcx/vw2. 4.1/hecoll /bin: fopt/hpc/ software /mpi
4.1/ucx without rocm/bin:/opt/rocm/bin:/opt/rocm/hee/bin: fopt/rocm/bip/bin: fopt/rh/devtoolser—7/root/usrc/bin: fusr/1ib64/qt-3.3/bin: /opt/hpc/4
mpi/pmix/bin: fopt/bpc/software,/mpi/mmix/sbin: fopt/bpc/software /mpi/hpcx/v2.4.1/uck without rocwm//bin:/opt/hpc/software/mpi/hpce/v2.4.1/ucE w
cm/ /sbin: fpublic/home/slurmtest,/perl5/bin: fopt/gridview/slurm/bin: fopt/gridview/3lum/sbin: fopt//gridview/mmge/ bin : fopt/gridview/mmage/sbin:
cont/sbin: fopt/fcluscont/bin: fusr/local/bin: fusr/bin: fusr/local/sbin: /fusr/shin: fopt/ibutil s/ bin: /public/home,/slurmtest/ . local/bin: /public/homg
st/bin)
[zlurmtest@logindl ~]%
[zlurmtest@logindl ~]% module switch compiler/devtoolset/7.3.1 compiler/intel,/2017.5.239
[zlurmtest@logindl ~]%
[slumtest@logindl ~]% which goc
Jusr/bin/gco
[zlurmtest@logindl ~]%
[slurmtest@login0dl ~]% which mpirun
Jopt/hpe/software/mpi/hpcx/v2 . 4.1/ gcc-7. 3. 1L/bin/mpirun
[zlurmtest@logindl ~]%
[zlurmtest@logindl ~]% module list
Currently Loaded Modulefiles:
1) compiler/intel/2017.5.239 2) compiler/rocm/2.9 3) mpi/hpcx/2.4.1/gce-7.3.1
[zlurmtest@logindl ~]%
[zlurmtest@logindl ~]% module purge
[zlurmtest@logindl ~]%
[zlurmtest@logindl ~]% module list
HNo Modulefiles Currently Loaded.




INETEINE

module SR LIEEE . .bashrc/

[slurmtest@logindl ~]% cat .bashrc
-bhashrc

Source global definitions
if [ —f£f JSetc/bashrc ]:; then
- fetc/bashrc

Tnocomment the followimng lime if you don'"t like systemctl's auto—paging feature:
export SYSTEMD FRGER=

O=zer specific aliases and functions
sport OMPT TIMING EMAELFE=1
SLUORM FMIE DIRECT CONN=true
SLURM FMIX DIRECT COMN DCX=false
SLURM FMIX DIRECT CONN EARLY=true
Fexport SLUBM FMTXE FENCE=tree

urge

load compiler/rocm/2.9

load compiler/intel/2017.5.239

load opi/hpcx/2.4.1/intel-2017.5.239

[zlurmtest@logindl ~]1% I
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| BEZR%- TSR

ZESEE RRREFES B—ZRBRHRR iR

SEHEERS



| AERS-SLURMERS

SRS

- TRM (Thee/MHR)
- =%EE (FER/EE)
- REH (BEXIEH)
- DM (RS/H=/MEIL)

EﬁtHI}J Bb;f:.:.

. (LSRR (Multi-Factor)
« {EMVEE (FairShare/Backfill/ FCFS, etc)
- RiFE=F (Exclusive/Preempt/Gang, etc)
- ZIRIREl (Cluster/Account/User/Partition, etc)
- RIFEMEE (CPU/MEM/Z:GPUNE-E/License,
etc)

%@m Eohr

RIEFE (CPU, MEM, =RGPUNMNERFZEHAIR)
g %E%ﬂf (ANSXGPUNME-RKEXCPU)
- BEREEIE (PRIA. FHRH. K<)

Tﬁil\ﬂf (EHZTE?I\ SAEE, PREIRES)

HEE/AZHERIF

- MPIFRZE (IntelMPI/MVAPICH/OpenMPI,etc)
« LSF3E® (bsub/bjobs/bqueue/bhosts, etc)
- PBSFZA (gsub/gstat/pbsnodes/pestat, etc)
- oI E (Bi&Influxdb/ES/HDF5%, H{ERDHT)



| (RVEER-BEEF 5 Xsinfo

sinfofr 5% (1/2)

P <partition>, BEEISENRIVRS, WREREETESINFO PARTITION,
--partition=<partition>

731 sinfo -p caspra

- <nodes>, EEEETRIIEE.
--nodes=<nodes> _
751 sinfo -p caspra -n e02r4n[00-19]
-N, ~Node EETR EUAAPK) ERITEES, 87— A
751 sinfo -N -p caspra -n €02r4n[00-19]
-t <States> Ei@?gi‘éjﬁ-/n\'{klu\ﬂﬁ \E_JZ /\\\EI_-J{_I;I_IU No
B IRSHEIE: alloc idle drain down drng,
--states=<states>
--Sllmmal‘lze E /\IXI:F /\\\'lklu\ﬂljﬁ%ﬁg{%l%\o
ig/_\EBE%U \EEP l\\\EIJ'lkILJ\z}E-L-l_ QDE \Eaéﬂalloc ilﬂé&ldle\ Iu\éﬁtOtal




| (RVEER-BEEF 5 Xsinfo

sinfoS#I7ME (2/2)

-0 <output format>, IZIRIEERIERER, XWNZESINFO_FORMAT,
--format= I "%[[]size] <type> %l[[]size]<type> .." ,
<output_format> Hrh, A5 () RAXTT, sizekRnFRKE, type INFREEFBRINFR (BFFH) .
BIEIT
sinfo -0 %all LIEE 0 RIS B =ER.
sinfo -0 "%9P %.5a %.10| %.6D %.6t %N"
BTRAE: 9XB-2XRE -BEXETHE-DRE-TRIAS-T R,
-O <output format>, ZIREENFRETASER.
--Format= &R “typel:[Isizel typel:[.]size],.." .
<output format> Hep, type IURBFEFERNFERE, RS () JRAXST, sizeRn-FRBRKE. m~OlT:
sinfo -O all

sinfo -O Partition:9,available:.6,time:.11,nodes:..6,statecompact:.6,nodelist:.12




| (Rl ETE-BEHK

w2 EETXHBEEE (--summarize) .
Z=NTF sinfo -0 "%9P %.5a %.101 %.16F %N"

[slurmtest@glogin ~]5 sinfo ——summarize

PAETITION AVAIL TIMELIMIT MNCODES (B/1/0/T) MNODELIST
up infinite 1/3/0/4 node[1001-1004]
up 3—-00:00:00 1/11/4/16 node[1001-1016]

up 3-00:00:00 0/6/0/6 mnode[l1l021-102&]
up 3-00:00:00 10/2/0/12 node[1031-1042]
up 3—-00:00:00 1/250/1/252 node[2001-2252]
up 3-00:00:00 0/36/1/37
up 3-00:00:00 0/31/0/31

3 EF D XIFF,
scontrol show partition

[slurmtest@glogin ~]% scontrol show partition debug
PartiticonName=debug

AllowGroups=ALL AllowAccounts=bujd,haow]j,jiangzhilin, liyuan, root, sugon, test02, wangrongpt0224, liurx, wangrongpt02241, zoubs, 1yuzh,im ysd, panzhang
s Sunpeng, aiss, liurx01, houfy, sgzhou, tianlh, zhouhj, zhousen, guozk, yangg, chenxs, wangyt, jshu, ybyang, wangshancai, yuliangjin, anna itp, cairg,xianzy, ovzc,
huangqqg, wenghongming, ktitimbo Allowlos=ALL

2llocNodes=ALIl Default=NO QoS=N/2

DefaultTime=02:00:00 DisableRootJobs=N0O ExclusivelUser—=N0O GraceTime=0 Hidden=NO

MaxNodes=UNLIMITED MaxTime=UNLIMITED MinNodes=0 LLN=YES MaxCPUsPerNode=UNLIMITED

Nodes=node [1001-1004]

PricrityJobFactor=1 PriocrityTier=6000 RootOnly=NO RegResv=NO OwverSubscribe=NO
OverTimeLimit=NONE PreemptMode=0FF

State=UF TotalCPFUs=224 TotalNodes=4 SelectTypeParameters=NONE
JobDefaults=(null}

DefMemPerNode=UNLIMITED MaxMemFerNode=UNLIMITED




e =

-BETR

L}

scontrol show node nodel51

[slurmtest@glogin ~]% scontrol show node nodelSl

NodeName=nodel51 Arch=x86 64 CoresPerSocket=6

CEUAlloc=0 CPUTot=12 CFULoad=0.01

AvaillableFeatures=(null)

ActiveFeatures=(null)

Gres=gpu:TeslaFK2(0m:2

NodeAddr=nodelS51 NodeHostName—nodel5l Version=19.05.5

O5=Linux 3.10.0-957.el7.x86 64 #1 SMP Thu Nowv 8 23:39:32 UTC 2018
RealMemory=31983 AllocMem=0 FreseMem—=16966 Sockets=2Z Boards=1
State=IDLE ThreadsPerCore=1 TmpDisk=0 Weight=1 Owner=N/A MCS label=N/A
Partitions=gpu

BootTime=2020-05-21T14:57:56 SlurmdStartTime=2020-07-06T16:11:06
CEfgTRES=cpu—12,mem—31983M,billing=12, gres/gpu=2

Al1]1ocTRES=

CapWatts=n/a

CurrentWatts=0 AveWatts=0

ExtSensorsJoules=n/s ExtSensorsWatts=0 ExtSensorsTemp—n/s
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Srun spbatch salloc

XERARIIRR fLAERPEI FERT TR T RIRE




I VeV -ERRR S5

E T TR .

{ENLZFR, FERsqueueEE!

i -J f; 7~ ﬂ_k KA "wrf”
-n 32; FRRIEWEIEI2NMES. EAFERE--cpus-per-task,
" s s
_ RURIRSESS R w2,
T el H(E -N 10 SRl R 04N E T
_ SR ARSI ETEES p silicongEmig/ElliRazalsiliconfAB
EEGADSISMAES  ME --ntasks-per-node=32EREN T AET2)ME (E5)
NSocketg
;& S TRecemHnE &iiE --ntasks-per-node=2{5iRE/ Socket LiE{72/ i# {2
; EEESREGUBENE M8 --cpus-per-task=8 EREMES GRS MIEER
RAELIOHITEIE, B8 -t 30 SRR HTHUTRNE BT 30458, AT Ad:
LlZHj‘IEﬂ R E S R5E b
-w, --nodelist=hosts... IEESESETET ZFRE -w t0100,t0101 ZFE/~{FFAt0100 t0101&21N1
. . BEEEIEBIMTRERN —-mem=2G
--mem=<size[units]> #H=
P RRE, REELEGAN TS ARE SF2GHEARTE.
-d, --dependency=<dependency list> PRI R RIRE FRER -d after:123 FRRAFUREHEL 123 AGBHIT

BEBNMTRERERRIR
ZIRN =

--gres=<list>

Hi
L
|8

--gres=gpu:2 RRAEIfERgpu=, BENTRERR



| VEVER5-sbatch

[sugon@gpunodel ~]$ sbatch -n 4 sleep.job  //sbatch RizZUHIZA
Submitted batch job 19

[sugon@gpunodel ~]$ cat sleep.job //HAE 2~

#1/bin/bash

#SBATCH -J sleep //AEELFE

#SBATCH -p debug //$ETEBAT

#SBATCH --time=00:01:00 /AEEETATE (D) & EEZEALEERNEE, &

NEERSSEERMEL., ERRERZSE, WEAINEOANEITIK. BEEFTIREWNR, RETEESER,
BrLEAERAFRiTE S FH SRS REK.

#SBATCH -N 2 /BRI REL
#SBATCH -n 2 //TERIZIEL

#SBATCH --gres=gpu:2 //1BKgpuZq

#SBATCH -o logs/%j.sleep //fRAEimHI Y i+: EREERE, WXAEEZER, BUELESE
sk, BFREEETH

#SBATCH -e logs/%j.sleep //ABREIHSE iF: EHEMKE, WXKHEEZESR, SUEISIESS
5, BRBSEH

echo ${SLURM JOB NODELIST} {El 5ATAGIZE

echo start on $(date) > ax/=lIE]
sleep 100 TR

echo end on $(date) 7L LR E]



| /EMl23T-srun

f5: IRIBRN TR MM UFBEIEE(FIAIRTFR/Ijob1

srun —J job1 -N 2 —n 2 sleep 10

=

A< Rl AR B TRE HBFZOE BT
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squeue:EIFHEAFIIEI TIRSHIELL

-A, --account=account(s)

-j, --jobs <job_id_list>

, -—-hame=<name>

-p, --partition=<names>
--state=<names>
--users=<names>

[slurmtestfglogin slurm template]
JOBID PARTITICN NAME

hcpu test
debug OME

43248
43247
[slurmtestfglogin slurm template] s

slurmtes
slurmtes

HRFEEKSHIEL,
HEFETEIOB IDSHIELEE,
EERREZHRNELESR
BEEREMXNELER
BERSEEELER
BERPEREEELER

sJguelus

TIME
0:01
0:05

USER

FIANEERM =S TAYE
FKINER~EED

NODES NODELIST (REASCON)

10 node [2005
node [1001,1003]

2

—2014]
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=HiFgiaE(FIIFE:
scontrol show job [-d] [<jobid>]

scomtrol show jobs -d 14348569

GroupId=sT1lurmt

Priority = 1 8 Accoumnt=sTLlurmt
JobState Reason=None
Requeue=
DerivedExitCode=0:0
RunTime=08:80:21 TimeLimit=00:20:28 TimeMin=HN,A
SubmitTime=2020-83-29T17:55:18 EligibleTime=2020-83-Z
AccrueTime 820 -83-29T17:55:18
StartTime=20Z20-23-Z29T17:55:18 EndTime=Z2020-83-29T17:55:
SuspendTim HMone SecsPreSuspend=8 LastsS
Partition=caspra AllocHode:Sid=loginf@5: 1262498
ReglNodeList=e@Zrdn[l18-19] ExcHodelList={null]}
NodelList=e@Zrdn[18-19]
BatchHost=e@2 rd4nls
HNumModes=2 NumCPUs=16 HNumTasks=16 CPUs/Task=1
TRES=cpu= Smem=45%608M, node= billing=1l6.gr
Socks /HNode=* NtasksPerM:B:S:C=8:;0;:;2:% CoresSp

Nodes=eB8Z2r4n[15-19] CPU_IDs=8-1,8-9.16-17.
MinmnCPUsNode=8 MinmMemoryCPU=Z858M MinTmpDiskN:
Features={null)}) DelayBoot=00:88::88
Oversubscribe=0K Conmntiguous=8 Li
Command=,¢
WorkDir
StdErr
StdIn=
StdOut
Powe r=
TresPerNode=dcu : <

[slurmtest@loginds



-{EMIAHIBR
scancel: fiprel&H<

m—
—
M————

scancel --name=<name> RIS ERFRAUEL
scancel --partition=<names> HERISRES XAV EL
scancel --reservation=<name> IR EETR A FRAIELL

E——
—

scancel --nodelist=<names> IFRISE T mAEL

| R EE




| (Rl - scontrol

scontrol: #=4tEles

COMMAND i3

scontrol suspend <jobid> FEefFil

scontrol resume <jobid> RELEL

scontrol requeue <jobid> {ENLEEFTHERN

scontrol hold <id/name> {REBIEAL
scontrol release <id/name> R34 4

&t

TR AT
R EIIRE
TR AT EEHTHEBA
HEBAVRAV AT {RER

RERRA PTRERY
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HIESPE: SLURMEBESZL

¢ evel (explicit bindi

—

e —

—cpu-bind=__. Explicit process affinity binding and control options

High-level (automatic mask generation)

—-sockets-per-node=5 Mumber of sockets in a node to dedicate to a job (minimum}
é;lg }? —cores-per-socket=0C Mumber of cores in a socket to dedicate to a job (minimum)
p— —threads-per-core=T Mumber of threads in a core to dedicate to a job (minimum)
N
CPU I\/IEI\/I KGPUNEE o . :
-B 5[-CLT]] Combined shortcut option for —sockets-per-node, --cores-per_cpu, --threads-per_core

Task Distribution Options

1 FH ;/%%i . -m / --distribution Distributions of: arbitrary | block | cyclic | plane=x | [block|cyclic];[block|cycliclfcyclic]
. :@Fj as a consumable resu_LlrjE)

‘ il ntaSkS_ per— —~Mem=mem amount of real memory per node required by the job.

< nodelsocketlco re.. > —Mem-per-cpu=meam amount of real memory per allocated CPU required by the job.
‘ __mem/__mem_per_ tﬁﬂnvncatian contro

—cpus-per-task=CPUs number of CPUs required per task

Cpu —ntasks-per-node=ntasks |number of tasks to invoke on each node

‘ — Cpu = b| ﬂd = —ntasks-per-socket=ntasks |number of tasks to invoke on each socket

—ntasks-per-core=niasks |number of tasks to invoke on each core

<SOCket|COI’e||dOmS|VeI’bOSG —overcommit Permit more than one task per CPU

> Application hints
—hint=compute_bound use all cores in each socket
- --hint=memory_bound use only one core in each socket
httpS//Sl u rm SCh ed m d - CO m —hint=[no]multithread [don't] use extra threads with in-core multi-threading

/m C_Su p po rt htm | Resources reserved for system use

—-COre-Spec=Ccores Count of cores to reserve for system use

—thread-spec=threads Count of threads to reserve for system use (future)



https://slurm.schedmd.com/mc_support.html

TR 7-45)

=\

| (FAlBIAN A1 —ER

BTN B IR 3T T

#1/bin/bash

#SBATCH -0 log/%j

#SBATCH -] SERIAL

#SBATCH -p debug

#SBATCH -t 00:10:00
#SBATCH --mem-per-cpu=3G
#SBATCH -n 1

#SBATCH -w e16r1n00
#SBATCH - -tasks-per-node=1

module load compiler/devtoolset/7.3.1
module load compiler/rocm/2.9
module load mpi/hpcx/2.4.1/gce-7.3.1

# 4x32, about 60 sec
export LOOPMAX=1000000

time srun --mpi=pmix_v3 ./open_fire_v5 $LOOPMAX

# N EEZEIETT
#time ./open_fire_v5 $SLOOPMAX

RAZATIELE, ARARRERFAATHR

/—-—

177

i

T
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fa L FIMPIE L BY1R 22 7~ 15l

#SBATCH -0 log/%)

#SBATCH -] MPI

#SBATCH -p debug

#SBATCH -t 00:10:00

#SBATCH --mem-per-cpu=3G
#SBATCH -N 20

#SBATCH - -tasks-per-node=32

module load compiler/devtoolset/7.3.1
module load compiler/rocm/2.9
module load mpi/hpcx/2.4.1/gcc-7.3.1

ulimit -a
which mpirun

# 20x32, 60 sec
export LOOPMAX=5000000

echo "use srun, loop=$LOOPMAX" && time srun --mpi=pmix_v3 ./open_fire_v5 $SLOOPMAX



| VEALBIATRMGI3—E 55 RO penMPYEL

E1BI0penMP1E N I Z< 7= 51

BEE

#!/bin/bash

#SBATCH -] OPENMP
#SBATCH -p debug
#SBATCH -N 1

#SBATCH -n 4

#SBATCH --cpus-per-task=2
#SBATCH -o log/%|j.loop

module load compiler/devtoolset/7.3.1
module load compiler/rocm/2.9
module load mpi/hpcx/2.4.1/gcc-7.3.1

export OMP_NUM_THREADS=2
srun ./calc_openmp_init

EO0MP_NUM THREADS, %8 35

SEPLE




| {EVEATRAI4—MPI+OpenMP

B L EIMPI+OpenMPE L B A7~

#!/bin/bash

#SBATCH -] OPENMP
#SBATCH -p debug

#SBATCH -N 2

#SBATCH -n 8

#SBATCH --ntasks-per-node=4
#SBATCH --cpus-per-task=8

module load compiler/devtoolset/7.3.1
module load compiler/rocm/2.9
module load mpi/hpcx/2.4.1/gcc-7.3.1

export OMP_NUM_THREADS=8

srun --mpi=pmix_v3 ./calc_openmp_mpi
#5 FAmpiruniz {7

#mpirun <options> ./ calc_openmp_mpi

R ETEOMP NUM THREADS, |8 #RMNH A %R
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