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Abstract

In this report, we propose PaddleOCR-VL, a SOTA and resource-efficient model tailored for
document parsing. Its core component is PaddleOCR-VL-0.9B, a compact yet powerful vision-
language model (VLM) that integrates a NaViT-style dynamic resolution visual encoder with
the ERNIE-4.5-0.3B language model to enable accurate element recognition. This innovative
model efficiently supports 109 languages and excels in recognizing complex elements (e.g.,
text, tables, formulas, and charts), while maintaining minimal resource consumption. Through
comprehensive evaluations on widely used public benchmarks and in-house benchmarks,
PaddleOCR-VL achieves SOTA performance in both page-level document parsing and element-
level recognition. It significantly outperforms existing solutions, exhibits strong competitiveness
against top-tier VLMSs, and delivers fast inference speeds. These strengths make it highly suitable
for practical deployment in real-world scenarios.
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Figure 1 | Performance of PaddleOCR-VL on OmniDocBench v1.0 and v1.5.
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1. Introduction

Documents serve as core information carriers, with their complexity and volume growing at
an exponential rate, making document parsing an indispensable key technology. The primary
goal of document parsing [1, 2, 3, 4] is to enable deep structural and semantic understanding
of a document’s layout. Specifically, it involves recognizing distinct text blocks and columns,
distinguishing formulas, tables, charts, and images, determining the correct reading order,
and detecting key elements (e.g., footnotes and image captions); these capabilities collectively
lay a solid foundation for efficient information retrieval and data management. Furthermore,
advanced document parsing enables large language models (LLMs) [5, 6, 7], especially when
combined with Retrieval-Augmented Generation (RAG) [8], to access high-quality knowledge
and enhance their practical applications.

The inherent complexity of modern documents presents unique challenges: they often
combine dense text, complex tables or chart, mathematical expressions, multiple languages
and handwritten texts, with deserve layout structures. Recent research [1, 9, 10, 11, 12] in
the field of document parsing primarily following two technological approaches. The first
approach [9, 10] employs pipeline methodologies based on specialized, modular expert models.
Although these methods offer strong performance, they are increasingly hindered by integration
complexity, cumulative error propagation, and inherent limitations when handling highly
complex documents. Secondly, end-to-end approaches [12, 13, 14] leveraging multimodal
models aim to simplify the workflow and enable joint optimization. However, these methods
often struggle with correct text order and can even generate hallucinations when faced with
lengthy or complex layouts, while also incurring substantial computational overhead for long
sequence outputs, thereby restricting their practical deployment.

To address these advancements and challenges, we present PaddleOCR-VL, a high-performance,
resource-efficient document parsing solution based on a vision-language model. This innovation
paves the way for the widespread application of multimodal document parsing, particularly in
resource-constrained environments. PaddleOCR-VL combines a robust layout analysis model
with a compact yet powerful vision-language model, PaddleOCR-VL-0.9B.

Firstly, PaddleOCR-VL performs layout detection and reading order prediction to obtain
the positional coordinates and reading order of elements (text blocks, tables, formulas, and
charts). Compared to multimodal methods that rely on grounding and sequence output (e.g.,
MinerU2.5 [2], Dolphin [3]), our method offers faster inference speeds, lower training costs, and
easier extensibility for new layout categories. Subsequently, the elements are segmented based
on their positions and fed into PaddleOCR-VL-0.9B for recognition. This vision-language model
is specifically designed for resource-efficient inference and excels at element recognition within
document parsing. By integrating a NaViT-style [15] dynamic high-resolution visual encoder
with the lightweight ERNIE-4.5-0.3B [5] language model, we have significantly enhanced the
model’s dense text recognition capabilities and decoding efficiency.

To train a powerful multimodal model, we have developed a high-quality training data
construction pipeline. We collected over 30 million training samples through public data
acquisition and data synthesis. We meticulously designed prompt engineering to guide the
automatic labeling by general large models, based on the recognition results of expert models.
Simultaneously, We performed data cleaning to remove low-quality or inconsistent annotations,
such as those caused by model hallucinations. We designed an evaluation engine, which is an
assessment collection that categorizes each element into more detailed categories. Through this
automated evaluation, we can analyze the current model’s training performance across different



types. This allows us to conduct targeted hard sample mining based on element types and to
construct similar challenging examples through data synthesis. Finally, we incorporated manual
annotation for a small number of corner cases to complete the construction of the training data.

Comprehensive benchmarking on the public benchmarks, including OmniDocBench v1.0,
v1.5 [16] and olmOCR-Bench [12], and in-house ones demonstrate that PaddleOCR-VL achieves
SOTA performance in document parsing task, significantly outperforming existing pipeline-
based solutions and exhibiting strong competitiveness against leading vision-language models
(VLMs). Moreover, PaddleOCR-VL is optimized for efficiency, delivering substantially lower
latency and higher throughput than competing approaches.

PaddleOCR-VL actively addresses current challenges in document processing with a high-
performance, resource-efficient multimodal document parsing solution. Its key contributions
include:

e Compact yet Powerful VLM Architecture: We present a novel vision-language model that
is specifically designed for resource-efficient inference, achieving outstanding performance
in element recognition. By integrating a NaViT-style dynamic high-resolution visual
encoder with the lightweight ERNIE-4.5-0.3B language model, we significantly enhance
the model’s recognition capabilities and decoding efficiency. This integration maintains
high accuracy while reducing computational demands, making it well-suited for efficient
and practical document processing applications.

* High-quality Data Construction Methodology: We propose a systematic and compre-
hensive methodology for constructing high-quality datasets, providing a solid train data
foundation for efficient and robust document parsing. This methodology not only enables
us to construct high-quality data on demand, but also provides a new perspective on the
automated generation of high-quality data.

* SOTA Performance Document Parsing: PaddleOCR-VL achieves state-of-the-art perfor-
mance in document parsing task. It excels in recognizing complex document elements,
such as text, tables, formulas, and charts, making it suitable for a wide range of challeng-
ing content types, including handwritten text and historical documents. Supporting 109
languages, including major global languages and those with diverse scripts like Russian,
Arabic, and Hindi, PaddleOCR-VL is highly applicable to multilingual and globalized
document processing scenarios.

2. PaddleOCR-VL

2.1. Architecture

PaddleOCR-VL decomposes the complex task of document parsing into a two stages, as illus-
trated in Figure 2. The first stage, PP-DocLayoutV2, is responsible for layout analysis, where
it localizes semantic regions and predicts their reading order. Subsequently, the second stage,
PaddleOCR-VL-0.9B, leverages these layout predictions to perform fine-grained recognition
of diverse content, including text, tables, formulas, and charts. Finally, a lightweight post-
processing module aggregates the outputs from both stages and formats the final document into
structured Markdown and JSON.

2.1.1. Layout Analysis

Considering that end-to-end approaches based on VLM rely on long-sequence autoregressive
processes, which result in high latency and memory consumption, and increase the risk of
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Figure 2 | The overview of PaddleOCR-VL.

unstable layout analysis and hallucinations—problems that are particularly pronounced in
multi-column or mixed text—graphic layouts—we employ a dedicated lightweight model for
layout analysis, focusing specifically on element detection, classification, and reading order
prediction.

Specifically, we decouple the layout analysis process by introducing an independent model,
PP-DocLayoutV2, dedicated solely to this task. PP-DocLayoutV2 consists of an object detection
model (RT-DETR [17]) for elements localization and classification, as well as a lightweight
pointer network [18] with six transformer layers to accurately predict the reading order of layout
elements.

This separation enables us to fully leverage the advanced capabilities of the vision model,
which typically requires lower input image resolution, and contains significantly fewer parame-
ters. As a result, it achieves stable and accurate layout analysis, without the instability issues
that may arise in end-to-end approaches.
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Figure 3 | Architecture of layout analysis model.

Architecturally, PP-DocLayoutV2 is composed of two sequentially connected networks, as
shown in Figure 3. The first is an RT-DETR-based [17] detection model that performs layout
element detection and classification. The detected bounding boxes and class labels are then
passed to a subsequent pointer network, which is responsible for ordering these layout elements.



Specifically, we first apply per-class thresholds to select foreground proposals for the ordering
network. The selected proposals are embedded using absolute 2D positional encodings and
class label embeddings. Additionally, the encoder attention incorporates a geometric bias
mechanism from Relation-DETR [18] to explicitly model pairwise geometric relationships among
elements. The pairwise relation head linearly projects element representations into query and
key vectors, then computes bilinear similarities to produce pairwise logits, resulting in an N x N
matrix that represents the relative order between each pair of elements. Finally, a deterministic
win-accumulation decoding algorithm recovers a topologically consistent reading order for the
detected layout elements.

In comparison to other specialized models, such as LayoutReader [19], our model achieves
higher performance with fewer parameters by efficiently extending RT-DETR [17] with a pointer
network.

2.1.2. Element-level Recognition

We systematically explore architecture configurations optimized for high accuracy and low
computational overhead, and propose the PaddleOCR-VL-0.9B as shown in Figure 4.

Batch Images o
©
tokens
Text 8
; o = <
T ] % g E “-"J S <\s>
: g oD zZ 0 5 o I
e e, 9 35 < 3 z % S
|::> R |:> - m |::> TN |:> =
8 3 5 3 a m
Table T = o 0 o @ 1
— N = N =0 o m tokens N
ning data 07412 IS o Q h) ~ 3
Stdaa | VOCO7west | VOC12 B a ) c th
GG-16 72 04 5 0 = w
sNet-101 6.4 713 % m (S
—— 672px ——— T {
m : EO -
m ™=
Formula - =
________ a 44 =
g “és . tokens
R 2 Instruction b
+— 308px — (o
[*]
OCR 3| a
Chart = ()
4 Table Recognition o =
s ::> 3 |::> ’:> 182
N .5 Formula Recogpnition l‘g' tokens
_ f =
+— 392px —* Chart Recognition

Figure 4 | Architecture of PaddleOCR-VL-0.9B.

We adopted an architectural style inspired by LLaVA [20], integrating a pre-trained vision
encoder with a dynamic resolution preprocessor, a randomly initialized 2-layer MLP projector,
and a pre-trained large language model. Our architecture achieves a balance the scale of vision
and language models to optimize performance in multi-elements recognition tasks.

Compared to earlier document parsing models based on fixed-resolution or tiling-based
approaches [4, 14, 21], our approach utilizes native dynamic high-resolution preprocessing. For
the vision encoder, we employed a NaViT-style [15] encoder initialized from Keye-VL's [22]
vision model, which support native-resolution inputs. This design enables the vision-language
model to handle images of arbitrary resolution without distortion, yielding fewer hallucinations
and stronger performance on text-intensive tasks.



The projector is a randomly initialized 2-layer MLP with GELU [23] activation, incorporating
a merge size of 2 to efficiently bridge visual features from the encoder to the language model’s
embedding space.

In auto-regressive language models, the entire sequence is generated by predicting one
token at a time. This approach means that the size of the decoder is directly linked to the
overall inference latency, so a smaller model will decode faster. With this in mind, we use
the ERNIE-4.5-0.3B [5] model, an open-source language model that balances a relatively small
number of parameters with strong inference efficiency. In our implementation, we further
enhance positional representation by incorporating a 3D-RoPE[24].

The combination of NaViT [15] with ERNIE-4.5-0.3B [5] has led to significant performance
improvements in documents parsing, achieving minimal memory usage and faster inference
speed.

2.2. Training Recipe

The following sections introduce the training details of these two modules: PP-DocLayoutV2 for
layout analysis and PaddleOCR-VL-0.9B for element recognition.

2.2.1. Layout Analysis

We employ the PP-DocLayoutV2 model to perform layout element localization, classification,
and reading order prediction. PP-DocLayoutV2 extends RT-DETR [17] by incorporating an
additional pointer network [18], which is responsible for predicting the reading order of detected
elements. The training process adopts a two-stage strategy: we first train the core RT-DETR [17]
model for layout detection and classification. Afterward, we freeze its parameters and indepen-
dently train the pointer network for reading order prediction.

For the first stage, we follow the training strategy of RI-DETR [17]. Specifically, we initialize
the model with PP-DocLayout_Plus-L [25] pretrained weights and train it for 100 epochs on our
self-constructed dataset comprising over 20,000 high-quality samples.

For the second stage, specifically, the model outputs a matrix representing the pairwise
ordering relationships between any two elements, and the Generalized Cross Entropy Loss
[26] is computed with respect to the ground truth labels, as this loss function demonstrates
increased robustness in scenarios where pre-annotated data are mixed into the dataset. We
utilize a constant learning rate 2e-4 and the AdamW optimizer to train 200 epochs.

2.2.2. Element-level Recognition

As described in Section 2.1.2, PaddleOCR-VL-0.9B consists of three modules: a vision encoder, a
projector, and a language model. We adopt a post-adaptation strategy using pre-trained models.
Specifically, the vision model is initialized with Keye-VL’s weights, and the language model is
initialized with ERNIE-4.5-0.3B’s weights. The model is trained based on the ERNIEKit [27]
repository and the training methodology for our VLM is divided into two stages, as outlined in
Table 1.

Stage 1: The initial stage focuses on pre-training alignment, where the model learns to
associate visual information from images with corresponding textual representations. This
crucial step is performed on a massive dataset comprising 29 million high-quality image-text
pairs. During this phase, which runs for one epoch, the model is trained to establish a coherent



Stages | Stage 1 Stage 2

Training Samples 29M 2.7M
Max Resolution 1280 x 28 x 28 2048 x 28 x 28
Sequence length 16384 16384
Trainable components All All
Batch sizes 128 128

Data Augmentation Yes Yes
Maximum LR 5x 107> 5x107°
Minimum LR 5x107¢ 5x 1077
Epoch 1 2

Table 1 | Training settings in stage 1 and stage 2.

understanding between diverse visual inputs and their semantic textual content. The training
utilizes a batch size of 128, a sequence length of 16384, and supports a maximum image resolution
of 1280x28%28, with data augmentation enabled to improve robustness. For optimization, the
learning rate is scheduled between a maximum of 5 x 10~ and a minimum of 5 x 107%. The
primary objective is to align the feature spaces of the vision encoder and the language model,
enabling them to jointly process multimodal information effectively. This large-scale pre-training
allows the model to capture intricate visual patterns, common textual structures, and their
interdependencies across a vast range of contexts, laying a strong foundation for subsequent
specialized tasks.

Stage 2: Following pre-training, the model undergoes instruction fine-tuning to adapt its
general multimodal understanding to specific downstream elements recognition tasks. This
stage utilizes a meticulously curated dataset of 2.7 million samples, which is intentionally
designed to be highly rich and diverse in its distribution. The training is conducted over two
epochs, maintaining the 128 batch size and 16384 sequence length, but increasing the maximum
resolution to 2048x28x28 to handle more detailed inputs. A finer learning rate is adopted, with
the maximum and minimum values set to 5x 107 and 5 x 1077, to carefully adjust the model on
specialized data. The richness of this dataset encompasses a wide variety of document types,
languages, writing systems, and visual complexities pertinent to real-world scenarios. During
this fine-tuning phase, the model is trained with explicit instructions for four types of tasks:

1. OCR: This task fine-tunes the model to accurately identify and extract textual content from
images, encompassing individual characters, words, text lines, text blocks and simple
layout structure of page-level texts.

2. Table Recognition: The model learns to parse tabular structures within documents. This
involves accurately extracting cell contents, identifying rows and columns, and recognize
the logical relationships between different table elements, ultimately generating structured
representations based on OTSL [28] format.

3. Formula Recognition: This instruction focuses on enabling the model to recognize and in-
terpret mathematical and scientific formulas. It aims to convert their visual representation
into a structured IXIEXformat and distinguishes between inline \(...\) and display \[...\]
equations.

4. Chart Recognition: This task trains the model to recognition information from various
types of charts, such as bar charts, line graphs, and pie charts and convert Markdown
format tables.



3. Dataset

To build our high-quality and diverse training dataset, we propose a systematic methodology
for constructing such datasets. As illustrated in Figure 5, we gather a diverse set of data from
multiple sources to ensure comprehensive coverage. High-quality labels are then generated
through automated annotation using large models, which guarantees precision and consistency.
Additionally, we refine the training data by integrating challenging examples, which enhances
the model’s performance and robustness. Each of these crucial steps is detailed in the following
sections.
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Figure 5 | The construction process of training data for PaddleOCR-VL-0.9B.

3.1. Data Curation

To ensure the breadth and diversity of the dataset, data is collected from four main sources:
open-source dataset, synthesizing dataset, network accessible dataset, and in-house dataset.

1. Open Source Dataset: As the foundation of our dataset, we systematically aggregated and
curated a wide array of established public datasets. For textual content, we sourced data
from the canonical dataset CASIA-HWDB [29]. Our mathematical expression data is de-
rived from UniMER-1M [30] and MathWriting [31]. To ensure comprehensive coverage of
data visualizations, we incorporated a rich spectrum of chart and graph datasets, including
ChartQA [32], PlotQA [33], Chart2Text [34], DVQA [35], Unichart [36], Beagle [37], Chart-
INFO [38], visText [39], and ExcelChart [40]. Each of these sources underwent an initial
filtering and cleaning protocol to rectify or discard noisy and low-quality annotations.

2. Data Synthesizing Dataset: Due to the naturally imbalanced distribution of public data,
we employed a data synthesizing strategy to produce large volumes of missing data
types at low cost, providing our proposed model with the unbiased document parsing
performance.

3. Network Accessible Dataset: To improve model generalization and robustness against the
complexities of unstructured real-world documents, we amassed an extensive corpus of
publicly accessible data harvested from the Internet. This public collection was deliberately
curated to encompass a rich spectrum of document types and visual styles. It includes



academic papers, newspapers, formal scientific journal articles, scanned handwritten
documents, diverse examination papers, and slides, etc. The integration of these varied
sources proved instrumental in significantly broadening the stylistic, structural, and
domain diversity of our training data, thereby mitigating the risk of overfitting to clean,
canonical datasets.

4. In-house Dataset: Through years of research in the field of OCR, we have accumulated
extensive datasets with diverse data types across all tasks of document parsing. We incor-
porate all in-house datasets into training with precisely controlled proportions, which have
become unnecessary factors that enable our models to achieve outstanding performance.

3.2. Automatic Data Annotation

After acquiring the raw data, we utilize an automatic data annotations process for large-scale
labeling. Initially, we employ the expert model, PP-StructureV3, to conduct preliminary process-
ing on the data, generating pseudo labels that may contain some inaccuracies. Subsequently,
through prompt engineering, we create prompts that include the original images and their asso-
ciated pseudo labels, which are then submitted to more advanced multimodal large language
models, ERNIE-4.5-VL [5] and Qwen2.5VL [24]. These sophisticated models refine and enhance
the initial results by analyzing the image content, resulting in improved labels. Finally, to ensure
the quality of the labels, the system performs a hallucination filtering step, which eliminates
any potentially incorrect content generated by the large models, thereby producing reliable and
high-quality labels.

3.3. Hard Cases Mining

To overcome performance bottlenecks in specific complex scenarios, we propose a hard case
mining process for targeted performance improvement. We firstly develop a eval engine for
various types. We created substantial evaluation data with precisely labeled data obtained
through manual annotation. Theses evaluation datasets are categorized into several types: text
data includes 23 categories such as Chinese, English, printed, handwritten, Japanese, Latin, and
emojis; table data includes 20 categories such as limited tables, unlimited tables, handwritten
tables, checklists, invoices, and rotated tables; formula data includes 4 categories such as Chinese
and English formulas, handwritten and printed, simple, and complex; chart data includes 11
categories such as Chinese and English charts, line charts, and bar charts, sourced from diverse
origins to cover different document. By inference on this evaluation set and using corresponding
professional metrics (e.g., EditDist for Text, TEDS [41] for Tables, RMS-F1 [42] for Charts, and
BLEU [43] for Formulas), we can accurately identify hard cases where the model performs
poorly. Finally, for these identified weaknesses, the system utilizes a rich set of resources (such
as Font Library, CSS Library, Corpus) and rendering tools (like XeLaTeX and web browsers) to
synthetically generate a large volume of new, high-quality hard cases.

4. Evaluation

To thoroughly assess the effectiveness of PaddleOCR-VL, we compared it against leading
general vision language models and specialized document parsing models across multiple
public benchmarks and in-house benchmarks. We conducted comprehensive performance
comparisons in two aspects: page-level document parsing and element-level recognition, which
are detailed in Sections 4.1 and 4.2. Page-level involves analyzing entire pages of a document to
parsing their overall content, structure and layout, while element-level is dedicated exclusively
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to assessing the recognition of specific elements, such as text, tables, formulas, and charts, within
the document.

4.1. Page-level Evaluation

This section details the evaluation of end-to-end document parsing capabilities using the fol-
lowing three benchmarks, aiming to measure its overall performance in real-world document
scenarios.

OmniDocBench v1.5 To comprehensively evaluate the document parsing capabilities, we
conducted extensive experiments on the OmniDocBench v1.5 [2] benchmark. It is an expansion
of version v1.0, adding 374 new documents for a total of 1,355 document pages. It features a
more balanced distribution of data in both Chinese and English, as well as a richer inclusion of
formulas and other elements. The evaluation method has been updated, with formulas assessed
using the CDM method. The overall metric is a weighted combination of the metrics for text,
formulas, and tables.

Table 2 demonstrate that PaddleOCR-VL achieves SOTA performance, outperforming exist-
ing pipeline tools, general VLMs, and other specialized document parsing models across all key
metrics. Specifically, our model achieves a top-ranking overall score of 92.56, surpassing the next
best model, MinerU2.5-1.2B (90.67). Moreover, our model establishes new SOTA results in the
sub-tasks, including the lowest Text-Edit distance [44] of 0.035, the highest Formula-CDM score
of 91.43, the leading scores of 89.76 and 93.52 in Table-TEDS and Table-TEDS-S, and the best
readering ordering scores of 0.043, respectively. These results underscore its superior accuracy
in text recognition, formula recognition, and complex table structure analysis.

Model Type ‘ Methods Parameters ‘ Overalll ‘ TextFdt| Formula®®M] TableTEPST TableTEPS-Sp Reading OrderEdit|
Marker-1.8.2 [45] - 71.30 0.206 76.66 57.88 7117 0.250
Pipeline Tools Mineru2-pipeline [14] - 75.51 0.209 76.55 70.90 79.11 0.225
PP-StructureV3 [10] - 86.73 0.073 85.79 81.68 89.48 0.073
GPT-4o [7] - 75.02 0.217 79.70 67.07 76.09 0.148
InternVL3-76B [46] 76B 80.33 0.131 83.42 70.64 77.74 0.113
General VLMs InternVL3.5-241B [47] 241B 82.67 0.142 87.23 75.00 81.28 0.125
Qwen2.5-VL-72B [24] 72B 87.02 0.094 88.27 82.15 86.22 0.102
Gemini-2.5 Pro [48] - 88.03 0.075 85.82 85.71 90.29 0.097
Dolphin [3] 322M 74.67 0.125 67.85 68.70 77.77 0.124
OCRFlux-3B [49] 3B 74.82 0.193 68.03 75.75 80.23 0.202
Mistral OCR [50] - 78.83 0.164 82.84 70.03 78.04 0.144
POINTS-Reader [4] 3B 80.98 0.134 79.20 77.13 81.66 0.145
olmOCR-7B [12] 7B 81.79 0.096 86.04 68.92 74.77 0.121
Specialized VLMs | MinerU2-VLM [14] 0.9B 85.56 0.078 80.95 83.54 87.66 0.086
Nanonets-OCR-s [51] 3B 85.59 0.093 85.90 80.14 85.57 0.108
MonkeyOCR-pro-1.2B [1] 1.9B 86.96 0.084 85.02 84.24 89.02 0.130
MonkeyOCR-3B [1] 3.7B 87.13 0.075 87.45 81.39 85.92 0.129
dots.ocr [52] 3B 88.41 0.048 83.22 86.78 90.62 0.053
MonkeyOCR-pro-3B[1]  3.7B 88.85 0.075 87.25 86.78 90.63 0.128
MinerU2.5 [2] 128 9067 | 0.047 88.46 88.22 92.38 0.044
PaddleOCR-VL 0.9B 92.56 0.035 91.43 89.76 93.52 0.043

Table 2 | Comprehensive evaluation of document parsing on OmniDocBench v1.5. Results are
reported by OmniDocBench [16] unless Ours.

OmniDocBench v1.0 A publicly available benchmark dataset specifically is designed to evalu-
ate real-world document parsing capabilities. It comprises 981 PDF pages, spanning 9 distinct
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document types, 4 layout styles, and 3 language categories.

Based on the experimental results presented in Table 3, PaddleOCR-VL demonstrates su-
perior performance with an average overall edit distance of 0.115, demonstrating its superior
capability in document parsing. The model excels in formula edit distance (0.241 EN, 0.316
ZH), and achieves the SOTA performance (0.062) and a comparable SOTA performance (0.041)
for Chinese and English text edit distance respectively, showcasing its accuracy in handling
textual and formulaic data. Although the model exhibits slightly lower performance in the
English Table TEDS (88.0), this can be largely attributed to typo-related annotation errors in
OmniDocBench v1.0. Nevertheless, it demonstrates a clear advantage in the Chinese Table TEDS
(92.14). Regarding the reading order edit distance, the model achieves the best performance in
Chinese (0.063) and a comparable SOTA result in English (0.045), emphasizing its capability to
maintain structural integrity and logical document flow.

Method Type Methods AvgOverall® | OverallBdit| TextBdit| Formula®™it| | Table™PS7 | TableFdit| | Reading Orderdit|
EN ZH | EN ZH | EN ZH |[EN ZH | EN ZH | EN ZH
Docling-2.14.0 [11] 0.749 0.589 0909 | 0416 0987|0999 1 |613 250 | 0.627 0.810 | 0.313 0.837
OpenParse-0.7.0 [53] 0.730 0.646 0.814 | 0681 0974 | 0996 1 |648 275 | 0284 0.639 | 0.595 0.641
Unstructured-0.17.2 [54] 0.651 0586 0.716 | 0198 0481 | 0999 1 0 01 1 0998 | 0.145 0.387
Pix2Text-1.1.2.3 [55] 0.424 0320 0528 | 0.138 0.356 | 0276 0.611 | 73.6 66.2 | 0.584 0.645 | 0.281 0.499
Pipeline Tools Marker-1.7.1 [45] 0.397 0.296 0.497 | 0.085 0.293 | 0.374 0.688 | 67.6 54.0 | 0.609 0.678 | 0.116 0.329
Mathpix [56] 0.278 0.191 0364 | 0105 0.381 | 0.306 0454 | 77.0 67.1 | 0.243 0.320 | 0.108 0.304
MinerU-pipeline [9] 0.203 0.162 0.244 | 0072 0.111 | 0313 0581 | 77.4 795 | 0.166 0.150 | 0.097 0.136
PP-StructureV3 [10] 0.176 0.145 0206 | 0.058 0.088 | 0.295 0.535 | 77.2 839 | 0.159 0.109 | 0.069 0.091
InternVL2-76B [57] 0.442 0.440 0.443 | 0353 0.290 | 0.543 0.701 | 63.0 602 | 0.547 0.555 | 0.317 0.228
GPT-4o [7] 0.316 0233 0399 | 0.144 0409 | 0.425 0.606 | 720 629 | 0.234 0329 | 0.128 0.251
General VLMs InternVL3-78B [46] 0.257 0218 0296 | 0117 0.210 | 0.380 0.533 | 69.0 739 | 0.279 0.282 | 0.095 0.161
Qwen2.5-VL-72B [24] 0.238 0214 0261 | 0092 0.180 | 0.315 0434 | 814 83.0 | 0.341 0.262 | 0.106 0.168
Gemini2.5-Pro [48] 0.180 0.148 0212 | 0.055 0.168 | 0.356 0439 | 858 86.4 | 0.130 0.119 | 0.049 0.121
Nougat [58] 0.713 0452 0973 | 0365 0.998 | 0.488 0941 [ 399 0.0 |0572 1 |0382 0.954
SmolDocling-256M [13] 0.655 0.493 0.816 | 0262 0.838 | 0.753 0.997 | 449 165 | 0.729 0.907 | 0.227 0.522
olmOCR-7B [12] 0.398 0326 0.469 | 0.097 0.293 | 0.455 0.655 | 68.1 613 | 0.608 0.652 | 0.145 0.277
GOT [21] 0.349 0287 0.411 | 0.189 0315 | 0.360 0.528 | 532 47.2 | 0.459 0.520 | 0.141 0.280
OCRFlux-3B [49] 0.294 0.238 0349 | 0.112 0.256 | 0.447 0.716 | 69.0 80.0 | 0.269 0.162 | 0.126 0.263
Nanonets-OCR-s [51] 0.289 0.283 0.295 | 0134 0.231 | 0.518 0.546 | 76.8 79.4 | 0.343 0.201 | 0.135 0.200
Specialized VLMs | Dolphin [3] 0.259 0205 0313 | 0.092 0.204 | 0.447 0.606 | 76.1 669 | 0.193 0.282 | 0.088 0.160
MinerU2-VLM [14] 0.186 0.133 0238 | 0.045 0.115 | 0273 0.506 | 82.1 83.4 | 0.150 0.209 | 0.066 0.122
MonkeyOCR-pro-1.2B [1] 0.184 0.146 0221 | 0.068 0.118 | 0272 0452 | 81.3 855 | 0.149 0.134 | 0.093 0.179
MonkeyOCR-pro-3B [1] 0.172 0.138 0206 | 0.067 0.107 | 0.246 0421 | 81.5 875 | 0.139 0.111 | 0.100 0.185
dots.ocr [52] 0.143 0.125 0.160 | 0.032 0.066 | 0.329 0416 | 88.6 89.0 | 0.099 0.092 | 0.040 0.067
MinerU2.5 [2] 0.143 0111 0.174 | 0.050 0.074 | 0.258 0.473 | 88.3 89.2 | 0.089 0.083 | 0.045 0.068
PaddleOCR-VL 0.115 0.105 0.126 | 0.041 0.062 | 0.241 0.316 | 88.0 92.1 | 0.093 0.062 | 0.045 0.063

Table 3 | Comprehensive evaluation of document parsing on OmniDocBench v1.0. Results are
reported by OmniDocBench [16] unless MinerU2.5 and Ours.

olmOCR-Bench olmOCR-Bench [12] includes 1,402 PDF documents and 7,010 test cases,
addressing diverse document types and extraction challenges. It offers a detailed evaluation
framework for PDF content extraction by assessing tools and models through simple, clear,
and machine-verifiable unit tests. This approach avoids biased evaluations and soft metric
comparisons, allowing for the detection of subtle but significant extraction errors.

Table 4 highlights the outstanding performance of PaddleOCR-VL in the olmOCR-Bench
evaluation, achieving the highest overall score of 80.0 + 1.0. It excels in various categories,
leading in ArXiv (85.7), Headers and Footers (97.0) and securing second place in Multi-column
text (79.9), Long Tiny Text (85.7). These results highlight the proposed model’s capability to
effectively manage diverse document types, reinforcing its status as a top solution in document
parsing and its reliability in complex OCR tasks.
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Methods Unit Test Pass Rate T

Overall | ArXiv Old Scans Math Tables Old Scans Headers and Footers Multi column Long Tiny Text Base
GOT [21] 483+ 1.1 52.7 52.0 0.2 221 93.6 42.0 29.9 94.0
Gemini Flash 2 (No Anchor) [48] 578 +1.1 32.1 56.3 61.4 27.8 48.0 58.7 84.4 94.0
MinerU-pipeline [9] 61.5+1.1 75.4 47.4 60.9 17.3 96.6 59.0 39.1 96.6
Gemini Flash 2 (Anchored) [48] 63.8+12 | 545 56.1 72.1 34.2 64.7 61.5 715 95.6
Nanonets-OCR-s [51] 645+ 1.1 67.0 68.6 77.7 39.5 40.7 69.9 53.4 99.3
Qwen2.5-VL-7B (No Anchor) [24] | 655+ 1.2 63.1 65.7 67.3 38.6 73.6 68.3 49.1 98.3
GPT-40 (No Anchor) [7] 68.9 + 1.1 51.5 75.5 69.1 40.9 94.2 68.9 54.1 96.7
GPT-40 (Anchored) [7] 69.9 + 1.1 53.5 745 70.0 40.7 93.8 69.3 60.6 96.8
Marker-1.8.2 [45] 701+1.1 76.0 57.9 57.6 27.8 84.9 72.9 84.6 99.1
olmOCR v0.1.75 (No Anchor) [12] | 747 +1.1 715 714 714 42.8 94.1 77.7 71.0 97.8
olmOCR v0.1.75 (Anchored) [12] 755+ 1.0 749 712 71.0 422 94.5 783 733 98.3
MonkeyOCR-pro-3B [1] 758 +1.0 83.8 68.8 74.6 36.1 91.2 76.6 80.1 95.3
MinerU2.5 [2] 775+ 1.0 81.1 74.0 85.1 33.8 96.3 65.5 89.8 94.4
dots.ocr [52] 791+10 | 821 64.2 88.3 409 94.1 824 81.2 99.5
PaddleOCR-VL 80.0 + 1.0 85.7 71.0 84.1 37.8 97.0 799 85.7 98.5

Table 4 | Comprehensive evaluation of document parsing on olmOCR-Bench. Results are
reported by olmOCR-Bench [12] unless MinerU2.5 and Ours.

4.2. Element-level Evaluation

This section centers on evaluating the element-level capabilities of PaddleOCR VL 0.9B. We
thoroughly assessed four tasks: text, tables, formulas, and charts using both public competition
data and in-house data.

4.2.1. Text Recognition

For text recognition, we utilize three benchmarks to validate the effectiveness of models based
on the edit distance metric.

OmniDocBench-OCR-block: From the 1355 images of OmniDocBench v1.5, we extracted all
text-related sub-images based on layout detection labels, removing any with null annotations.
This process resulted in a total of 17,148 block-level images. This evaluation set is named
OmniDocBench-OCR-block, with the ground truth still sourced from OmniDocBench. This
evaluation set can more accurately assess the model’s text recognition performance on without
being affected by layout detection. We use the average normalized edit distance for evaluation.

In Table 5, we present a comprehensive comparison of performance across various document
types using different models. Our model, PaddleOCR-VL, consistently demonstrates superior
performance, achieving the lowest error rates in almost all categories. Specifically, PaddleOCR-
VL achieves the best results in the PPT2PDF (0.049), Academic Literature (0.021), Book (0.045),
Colorful Textbook (0.081), Exam Paper (0.115), Magazine (0.020), Newspaper (0.034), Note
(0.081), and Research Report (0.033) categories. These results highlight PaddleOCR-VL's robust
and versatile capability in handling diverse document types, establishing it as the leading
method in the OmniDocBench-OCR-block performance evaluation.
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Methods \ Edit Distance |

‘ PPT2PDF  Academic Book  Colorful Exam Magazine Newspaper Note Research
Literature Textbook Paper Report
Qwen2.5-VL-72B [24] 0.054 0.023 0.061 0.084 0.195 0.032 0.056 0.118 0.040
MonkeyOCR-pro-3B [1] 0.058 0.021 0.064 0.096 0.116 0.023 0.058 0.124 0.052
MinerU2.5 [2] 0.195 0.089 0.111 0.234 0.194 0.147 0.056 0.142 0.094
Dolphin [3] 0.237 0.095 0.135 0.347 0.248 0.233 0.121 0.309 0.213
PaddleOCR-VL 0.049 0.021 0.045 0.081 0.115 0.020 0.034 0.081 0.033

Table 5 | Overall Comparison of OmniDocBench-OCR-block Performance.

In-house-OCR: This is our self-built line-level text evaluation dataset which contains 107452
samples with high-quality labels. The dataset includes various text types such as handwritten
Chinese, handwritten English, printed Chinese, printed English, traditional Chinese, ancient
texts, general scenarios, Pinyin, obscure characters, vertical text, single characters, emojis, and
artistic fonts. It also comprises evaluation sets for 109 languages, such as Latin and Japanese.

Table 6 provides a detailed evaluation of performance across multiple languages and text
types. In the Multilingual Metrics (Table 6a), the model demonstrates outstanding accuracy
with the lowest edit distances in all evaluated scripts: Arabic(0.122), Korean(0.052), Tamil(0.043),
Greek(0.135), Thai(0.081), Telugu (0.114), Devanagari (0.097), Cyrillic (0.109), Latin (0.013), and
Japanese (0.096), indicating superior capability in handling diverse languages. Similarly, in the
Text Type Metrics (Table 6b), it excels in various text types, achieving the lowest error rates in
categories like Handwritten CN (0.089), Handwritten EN (0.042), Printed CN (0.035), Printed EN
(0.016), Traditional Chinese (0.048), Ancient Texts(0.198), General Scene (0.067), Pinyin (0.113),
Rare Characters (0.001), Vertical Text (0.005), Single Characters (0.027), Emoji (0.057), and Art
Font (0.165). These impressive results underscore the model’s robust performance and versatility,
establishing it as the leading OCR solution in this benchmark comparison.

Methods Edit Distance |

Arabic  Korean  Tamil Greek  Thai  Telugu Devanagari Cyrillic Latin  Japanese
Qwen2.5-VL-72B [24] 0.405 0.056 038 0165 0194  0.758 0.164 0220  0.021 0.181
Dolphin [3] 0.682 0.699 0.912 0.691 0.709 0.832 0.818 0.549 0.037 0.309
MonkeyOCR-pro-3B [1] 0.601 0.182 0.921 0.449 0.876 0.909 0.896 0.387 0.036 0.262
MinerU2.5 [2] 0.978 0.917 0.957 0.661 0.880 0.937 0.915 0.832 0.063 0.588
PaddleOCR-VL 0.122 0.052 0.043 0.135 0.081 0.011 0.097 0.109 0.013 0.086

(a) Multilingual Metrics.

Methods Edit Distance |
Hand- Hand- Printed Printed Trad. Ancient General Pinyin Rare  Vertical Single Emoji Art
written written CN EN  Chinese Texts Scene Char. Text Char. Font
CN EN
Dolphin [3] 0.236 0.145 0.074 0.025 0.095 0.218 0113 0.183  0.092 0.190 0202 0225 0.230

MonkeyOCR-pro-3B [1] | 0.253 0.071 0.048 0.023 0.295 0.529 0.144 0.165 0.063 0.086 0.110 0.184 0.263
Qwen2.5-VL-72B [24] 0.188 0.047 0.037 0.018 0.100 0.387 0122 0.186  0.034 0.090 0.041 0.134 0.220

MinerU2.5 [2] 0370 0088 0041 0023 0232 0950 0179 0256 0048 0962 0.097 0.174 0337
PaddleOCR-VL 0089 0042 0035 0016 0048 0198 0067 0113 0001 0005 0027 0057 0.165
(b) Text Type Metrics.

Table 6 | Comparison of In-house-OCR Edit Distance Performance.

Ocean-OCR-Handwritten: This is a line and paragraph levels handwritten evaluation dataset
designed for comprehensive handwriting recognition assessment. It contains 400 samples,
evenly divided into four subsets of 100 images each. The dataset covers both real and synthetic

14



handwriting in Chinese and English. Real samples are collected from established handwriting
datasets such as CASIA-HWDB [29], GNHK [59], and BRUSH [60], while synthetic samples are
generated to simulate diverse writing styles, character densities, and layouts. The benchmark
aims to provide balanced and fine-grained evaluation for handwritten text recognition across
different scripts and writing conditions.

Table 7 presents a comparison of OCR performance for handwritten English and Chinese
text on the Ocean-OCR-Bench. Our model demonstrates superior performance across all metrics
in both languages. For English, it achieves the best edit distance of 0.118 and excels in F1-score,
Precision, Recall, BLEU, and METEOR, establishing itself as the leading model. In Chinese,
PaddleOCR-VL sets a benchmark with an edit distance of 0.034 and leads in all other metrics,
showcasing its outstanding precision and reliability.

Methods | EditDistance | | Fl-score] | Precision] | Recall] | BLEUT | METEOR]

[ EN ZH | EN ZH | EN ZH | EN ZH | EN ZH | EN  ZH
InternVL2.5-4B [57] 0197 0240 | 0661 0741 | 0.674 0754 | 0655 0734 | 0406 0473 | 0.652  0.687
MiniCPM-V2.6-8B[61] | 0.147 0175 | 0727 0810 | 0747 0811 | 0714 0812 | 0443 0583 | 0727 0774
Qwen2-VL-7B [62] 0127 0113 | 0.760 0881 | 0773 0884 | 0754 0.884 | 0490 0666 | 0756  0.859
GOT [21] 0616 0402 | 0283 0568 | 0309 0618 | 0273 0544 | 0.151 0295 | 0255 0492
PaddleOCR [10] 0418 0325 | 0237 0664 | 0232 0646 | 0263 0700 | 0069 0431 | 0236  0.648
TextIn 0358 0180 | 0362 0840 | 0368 0869 | 0362 0822 | 0098 0567 | 0337 0751
Ocean-OCR [63] 0145 0106 | 0.774 0.885 | 0.780 0912 | 0782 0862 | 0532 0736 | 0772  0.885
MinerU2.5 [2] 0238 0356 | 0558 0619 | 0547 0.623 | 0574 0.622 | 0344 0489 | 0553  0.601
PaddleOCR-VL 0118  0.034 | 0750 0957 | 0.748 0959 | 0753 0957 | 0.551  0.856 | 0.787  0.936

Table 7 | Comparison of performance on English(EN) and Chinese(ZH) OCR for handwritten
recognition on Ocean-OCR-Bench. Results are reported by Ocean-OCR [63] unless MinerUz2.5
and Ours.

4.2.2. Table Recognition.

For table recognition, we utilize two benchmarks to validate the effectiveness of PaddleOCR-
VL-0.9B based on TEDS [41] and Edit Distance.

OmniDocBench-Table-block: To evaluate the table recognition performance of PaddleOCR-
VL, we crop 512 tables from OmniDocBench v1.5 datasets.

As shown in Table 8, our PaddleOCR-VL leads in the OmniDocBench-Table-block benchmark,
surpassing all competitors. It achieves a top overall TEDS of 0.9195, reflecting high accuracy
in capturing table structure and content. Its structural TEDS of 0.9543 highlights its ability to
parse complex structures, while the lowest Overall Edit Distance of 0.0561 indicates minimal
recognition errors. These results confirm PaddleOCR-VL's superior performance and establish
it as the benchmark for accurate table recognition.

Methods ‘ Overall TEDST  Structural TEDST  Overall Edit Dist]
MinerU2-VLM [14] 0.9002 0.9369 0.0734
Seed1.6 0.9079 0.9489 0.0652
dots.ocr [52] 0.8194 0.8442 0.1508
MinerU2.5 [2] 0.9005 0.9539 0.0693
PaddleOCR-VL 0.9195 0.9543 0.0561

Table 8 | Comparison of OmniDocBench-Table-block Performance
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In-house-Table: Our self-built evaluation set contains diverse array of table images with
comprehensive annotations and type classifications. It includes 20 different table types such
as Chinese, English, mixed Chinese-English, and tables with various characteristics like full,
partial, or no borders. The collection also covers tables with formulas, dense data, book/manual
formats, lists, academic papers, merged cells, as well as low-quality, watermarked, registration
forms, statistical forms, research reports, financial reports, images, invoices, and handwritten

tables, among others.

Table 9 provides a comparison of different methods on the In-house-Table task, highlighting
their performance across various metrics. We achieves the highest scores in Overall TEDS
(0.8699), Structural TEDS (0.9066), Overall Edit Distance (0.9066) and Structural Edit Distance
(0.9339). These results underscore PaddleOCR-VL's effectiveness and reliability in table recogni-

tion tasks.

Methods ‘ Overall TEDST  Structural TEDST  Overall Edit DistT  Structural Edit Dist]
MinerU2-VLM [14] 0.8286 0.8730 0.8757 0.9088
MonkeyOCR [1] 0.7396 0.7824 0.8174 0.8537
Nanonets-OCR-s [51] | 0.7824 0.8190 0.8377 0.8692
OCRFlux-3B [49] 0.7741 0.8071 0.8238 0.8617
Qwen2.5-VL-3B [24] 0.7398 0.7765 0.8132 0.8701
Qwen2.5-VL-7B [24] 0.7549 0.7926 0.8251 0.8819
Qwen2.5-VL-72B [24] | 0.7762 0.8361 0.843 0.8987
dots.ocr [52] 0.7547 0.7914 0.8047 0.8361
MinerU2.5 [2] 0.8469 0.8955 0.8896 0.9239
PaddleOCR-VL 0.8699 0.9066 0.9066 0.9339

Table 9 | Comparison of In-house-Table Performance

4.2.3. Formula Recognition.

For formula recognition, we validate the effectiveness our model based on the Character De-
tection Matching (CDM) [64] metric on OmniDocBench-Formula-block and In-house-Formula

datasets.

OmniDocBench-Formula-block Using the formula bounding boxes from OmniDocBench v1.5,
1050 formula sub-images were cropped. This step was taken to minimize the influence of layout
detection on formula recognition. As shown in Table 10, the model achieved state-of-the-art

CDM score of 0.9453.
Methods ‘ Overall CDM 7 EN CDM T ZHCDM 7
dots.ocr [52] 0.4641 0.4868 0.4414
MinerU2-VLM [14] 0.8286 0.9616 0.6956
MonkeyOCR-pro-1.2B [1] 0.8531 0.9642 0.7419
MonkeyOCR-3B [1] 0.8621 0.9718 0.7524
Qwen2.5-VL-72B [24] 0.8747 0.9574 0.7920
MinerU2.5 [2] 0.9187 0.9751 0.8623
PaddleOCR-VL 0.9453 0.9677 0.9228

Table 10 | Comparison of OmniDocBench v1.5 Formula-block Performance. Due to dots.ocr [52]
easily recognizing cropped formulas as images, the score is relatively low.

In-house-Formula: The self-constructed formula evaluation set contains 34,816 samples, cov-
ering common formula recognition scenarios such as academic papers, mathematics books, and
primary and secondary school exam papers. Among them, there are 498 Chinese formulas and
34,318 English formulas. As shown in Table 11, our model obtains the best performance of
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0.9882 CDM score on the In-house-Formula dataset. These results collectively demonstrate the
powerful recognition capability of PaddleOCR-VL in real-world complex formula scenarios.

Methods | OverallCDM{ ENCDM{ ZHCDM
dots.ocr [52] 0.6737 0.8066 0.5408
MinerU2-VLM [14] 0.9237 0.9764 0.8709
MonkeyOCR-pro-1.2B [1] 0.9537 0.9656 0.9417
MonkeyOCR-3B [1] 0.9566 0.9761 0.9371
Qwen2.5-VL-72B [24] 0.9412 0.9519 0.9304
MinerU2.5 [2] 0.9770 0.9832 0.9708
PaddleOCR-VL 0.9882 0.9914 0.9849

Table 11 | Comparison of In-house-Formula Performance. Due to dots.ocr [52] easily
recognizing cropped formulas as images, the score is relatively low.

4.2.4. Chart Recognition.

For chart recognition, considering the limitations in dataset size, the imbalanced distribution
of chart categories, and the poor annotation quality of publicly available test sets, we only
utilize a in-house benchmark to validate the effectiveness of PaddleOCR-VL-0.9B based on
the RMS-F1 [42] score metric. As shown in Table 12, the proposed PaddleOCR-VL not only
outperforms expert OCR VLMs but also surpasses some 72B-level multimodal language models.

In-house-Chart: This in-house chart recognition evaluation set comprises 1,801 samples, all
of which have underwent a rigorous manual review to ensure annotation correctness. The
evaluation set is broadly categorized into 11 chart categories, including bar-line hybrid, pie,
100% stacked bar, area, bar, bubble, histogram, line, scatterplot, stacked area, and stacked bar. Of
these samples, 851 are in English and 950 are in Chinese. Prior to evaluation, both the predicted
data table and the ground truth data table are normalized to a uniform markdown format to
eliminate expression ambiguities.

RMS-F1 1

Methods [Overall  EN 7H

TinyChart [65] 0.2159 0.4726 0.0876
GOT [21] 0.3160 0.1100  0.4190
OneChart [66] 0.3716 0.1384 0.4882
Qwen2.5-VL-3B [24] 0.5942 0.5619 0.6103
Qwen2.5-VL-7B [24] 0.6821 0.5876 0.7293
Qwen2.5-VL-72B [24] 0.7300 0.6972 0.7464
PP-StructureV3 [10] 0.8060 0.7963 0.8109
PaddleOCR-VL 0.8440 0.8222 0.8549

Table 12 | Comparison of In-house-Chart Performance

4.3. Inference Performance

To improve the inference performance of PaddleOCR-VL, we introduce multi-threading asyn-
chronous execution into the inference workflow. The process is divided into three main
stages—data loading (e.g., rendering PDF pages as images), layout model processing, and
VLM inference—each running in a separate thread. Data is transferred between adjacent stages
via queues, enabling concurrent execution for higher efficiency. In particular, for VLM infer-
ence, batch processing is only triggered when either the number of items in the queue reaches
a predefined threshold or the waiting time for queued data exceeds a specified limit. This
design allows blocks across different pages to be aggregated and processed together, thereby
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maximizing parallelism, especially when handling large volumes of files. We further deploy
PaddleOCR-VL-0.9B on high-throughput inference and serving engines [67, 68, 69], tuning
parameters like max-num-batched-tokens and gpu-memory-utilization to balance inference
throughput with GPU memory consumption.

We measured the end-to-end inference speed and GPU usage on the OmniDocBench v1.0
dataset, processing PDF files in batches of 512 on a single NVIDIA A100 GPU. By "end-to-end",
we mean that the inference time was measured from providing the PDF file path as input to the
complete generation of the Markdown text. For MonkeyOCR, dots.ocr, and MinerU, inference
was run with the vLLM backend and the default configuration (including the KV cache settings).
The generated Markdown text was tokenized with the "cl100k_base" tokenizer to compute
the number of output tokens. For dots.ocr specifically, 200 threads were used for concurrent
page processing, and the Base64-encoded image content in the produced Markdown text was
replaced with a dummy path (UUID-based, prefixed with "images/" and suffixed with ".png")
to ensure a reasonable token count.

Table 13 provides a comprehensive comparison of inference efficiency across different meth-
ods. The proposed PaddleOCR-VL demonstrates clear and consistent advantages in both
processing speed and memory efficiency. When deployed with the vLLM backend, it achieves
15.8% higher page throughput and 14.2% higher token throughput than the leading baseline,
MinerU2.5, establishing itself as the most efficient solution overall. In addition, PaddleOCR-VL
achieves notable memory savings, using roughly 40% less GPU memory than dots.ocr while
sustaining significantly faster processing. These results collectively confirm that PaddleOCR-VL
attains state-of-the-art inference efficiency through a balanced optimization of speed and mem-
ory usage, making it highly suitable for real-world, high-throughput document understanding
scenarios.

Methods | Total Time(s)| Pages/sT  Tokens/s]  Avg. VRAM Usage (GB)]
MorlkeyOCR—pro—l.2]3“r [1] 1456.4 0.6730 1120.3 75.5
dots.ocrt [52] 2784.6 0.3522 5329 78.5
MinerU2.5* 2] 927.3 1.0574 1647.9 41.9
PaddleOCR-VLt 800.9 1.2241 1881.2 43.7
PaddleOCR-VL} 917.6 1.0684 16415 198

Table 13 | End-to-End Inference Performance Comparison. ' denotes the vLLM backend, and *
denotes the SGLang backend.

5. Conclusion

This report introduces PaddleOCR-VL, an advanced and efficient model for document parsing
that excels at both element-level and page-level recognition. Its core componets, PaddleOCR-VL-
0.9B, built with a NaViT-style visual encoder and ERNIE-4.5-0.3B language model, it accurately
recognizes complex elements such as text, tables, formulas, and charts in over 100 languages.
PaddleOCR-VL achieves fast inference and low resource consumption, making it practical for
real-world deployment. It outperforms existing pipeline solutions on many benchmarks and
effectively handles challenging content including handwriting and historical documents, as
well as converting chart visuals into structured data. Its broad multilingual support and strong
performance have the potential to advance the application and development of multimodal
document processing technologies, bringing innovation to automated analysis and information
retrieval. This will significantly enhance the performance and stability of RAG systems, making
information extraction from complex documents more efficient, thereby providing more reliable
data support for future Al applications.
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Appendix
A. Training Dataset Details

This two-stage approach offers unique advantages in terms of data collection, as obtaining
isolated element imagesalong with their annotations is more feasible than collecting complete
document pages containing different elements. In the following sections, we will elaborate on
the construction of multimodal model training data for text, tables, formulas, and charts.

A.1. Text

We have curated a large-scale dataset comprising 20 Million High-Quality Image-Text Pairs.
As shown in Figure A1, the dataset generation follows a rigorous multi-stage pipeline which
primarily involves:

High-quality Image-Text Pairs

Automatic Data Annotation 109 Languages
1 Simplified and Traditional Chinese, English, French, German,
Text iocks | ttali hai, Korean, Spanish, Bosnian
PP J a , Spanish, Bosnian,
StructureV3 Crop Prompt ME45Y Refine High-quality Random Text Ui ‘ Portug Czech, Welsh, Danish, Hindi , etc
—— Pseudo Label — Text block —— . —*  lapel —————| '®tHne J .
A Merge 2 Different Types of W
Qwenz5-L Text Pages ‘ Printing, Han
Emoji, Pinyin, etc.
High-quality OCR Data Synthesis Diverse Scenes
. Y 5 Documents: A
® o B o fondom DT R ERKAGER!
web Tr Font Library ~ Rendering @ Augmentation Paper, Textbooks ‘eaching Materials, etc.
o ) W):ﬁ%ﬁ J‘VjE]ﬁ]T 5E Natural Scen Signs, Shop Signs, License
€55 Library 1 Plate, Seals, Recsipt, Logos, etc

Figure A1 | The construction method and characteristics of the text training data for
PaddleOCR-VL-0.9B.

1. Automatic Data Annotation: We design an automatic annotation pipeline that integrates
lightweight document-structure models with large multimodal language models. Specif-
ically, PP-StructureV3 is employed as an expert model to perform layout analysis and
text recognition, generating pseudo labels that are converted into prompts for multi-
modal models such as ERNIE-4.5-VL and Qwen2.5-VL to refine. Finally, the refined labels
are aggregated and randomly merged at multiple granularities to produce 20 million
high-quality image—text training samples.

2. High-quality OCR Data Synthesis: During data distillation, low label quality in challeng-
ing scenarios like messy handwriting and dense blurry text was addressed by expanding
the dataset through synthetic generation. Utilizing diverse CSS styles, over 200 fonts, and
various corpora, we rendered a large amount of images, thereby enhancing the model’s
capabilities in these difficult scenarios.

Ultimately, the data is meticulously annotated at three distinct hierarchical levels: text lines,
text blocks, and text pages. With extensive language coverage of 109 languages, including
major global ones like Chinese, English, French, and Hindi. It includes diverse scenes including
Academic Papers, Newspapers, Handwritten texts, Ancient books, Id cards, tickets, seals, etc.
Additionally, the dataset addresses compatibility with a variety of writing systems and text
styles, covering Printing, Handwriting, Scanned text, Artistic Fonts, etc.
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A.2. Table

As shown in Figure A2, we constructed a large-scale dataset of over 5 million high-quality
image-table pairs. Our dataset construction employs three key strategies: automatic data
annotation, potential annotation mining, and high-quality data synthesis. For coding efficiency,
we adopt OTSL [28] as the model’s target format instead of conventional HTML. The main
dataset construction process is as follows:

5M+ High-Quality,Widely-Distributed Table Data

Automatic Data Annotation Potential Annotation Mining

A A
Low-quality Label A PP-Structurev3 mmmmmm
E & ;
—— (@ ERNIE — Pseudo Label — (@ ERNIE ——————— 795K pp-sy —— 3

financial and research reports, invoices, etc

Public Data . .
Other Label 1 1% Qwen Diandin arXiv Regular
[re— Refined Label A Expression
+ High-quality Label «————— Final Verification +————— @ ERNIE
High-quality Table Synthesis «» Different types of table features
0 N « Language: Chinese, English, and Mixed languages
* Border: Full borders, Sparse borders, and No border
re. — & Corpus Dict —* {.-
and ables 3 2 .
Tr FontLibrary o@0m Teble Brorar —> « Diversity scenes of real-world table:
7 @ css Library T[E"‘w Y Rendering « hand-written tables, tables containing formulas/images, low-quality tables, academic tables,
g at argeted Tabl

Figure A2 | The construction method and characteristics of the table training data for
PaddleOCR-VL-0.9B.

1. Automatic Data Annotation: To enhance the performance of PaddleOCR-VL in table
recognition, we built a large-scale, diverse dataset covering various languages, border
styles, and table types. Tables are first located using PP-StructureV3 [10]. For unlabeled
images, we employed a multi-stage annotation pipeline: ERNIE-4.5-VL [5] first generates
pseudo-labels, which are then validated by a ERNIE-4.5-VL-28B-A3B [5] as discriminative
model. Rejected annotations are refined using DianJin-OCR-R1 [70] (for tools, we use
ERNIE-4.5-VL and PP-StructureV3 [10]). Finally, all annotations undergo rigorous rule-
based verification, including n-gram analysis and HTML validation, to ensure only high-
quality samples are used for training.

2. Potential Annotation Mining:

For public data with potential annotations (e.g., from arXiv), we extract tables and their
corresponding official-supported HTML source code. We then employ a mechanism
combining regular expression matching with contextual and sequential alignment to
construct accurate table-HTML pairs. The extracted HTML subsequently undergoes
rule-based filtering, yielding high-quality data samples ready for model training.

3. High-quality Table Synthesis:

To overcome data imbalance and high annotation costs, we introduce an innovative high-
quality table synthesis tool which constitutes the cornerstone of our table data collection
pipeline. This tool enables both randomized synthesis for comprehensive data supplement
and targeted synthesis to enhance recognition of specific table categories. Specifically, we
first leverage LLMs to gather a diverse and extensive corpus.Then, our tool generates
table training pairs through randomized configurations of structures, fonts, CSS styles,
and textual content, while also supporting customized synthesis by specifying particular
parameters to accurately simulate specialized table types. With a synthesis speed of 10, 000
samples per hour, our tool has produced over 5,500, 000 training instances, substantially
enhancing our model’s generalization capability and comprehensive performance in table

26



recognition.

Through the aforementioned data construction strategies, we build a comprehensive table
dataset encompassing diverse table categories and recognition scenarios, thereby providing
robust support for training our model in the table recognition task.

A.3. Formula

As shown in Figure A3, this dataset was developed using a range of strategies, including source
code rendering, automatic data annotation, targeted synthesis of long-tail data, and public data
collection. It encompasses a variety of formula scenarios, such as educational supplementary
materials, test papers for primary and secondary schools, mathematical papers, PowerPoint
courseware, university theses, financial research reports, and handwritten mathematical notes.
The dataset features four types of formulas: Simple Printed Expressions, Complex Printed
Expressions, Screen-Captured Expressions, and Handwritten Expressions, available in both
Chinese and English. The main process for constructing the dataset is as follows:

4 Types Chinese and English , 7 M High-Quality Image-Formula Pairs
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« Language: Chinese, English, and Mixed languages

« Diversity scenes of real-world formula:

- Scenes: educational supplementary materials and test papers of primary and secondary school, textbook, mathematical papers, PowerPoint courseware, university thesis, financial research report, handwritten
mathematical notes, etc.

Figure A3 | The construction method and characteristics of the formula training data for
PaddleOCR-VL-0.9B.

1. Source Code Rendering: To enhance the model’s adaptability to a wide variety of unusual
formula structures, a large amount of paper source code was scraped from arXiv, and
LaTeX code for the formulas was extracted using regular expressions. Then, MinHash
was used to remove duplicate and highly similar formula source codes, and KaTeX was
employed to normalize the formula source codes, thereby reducing their ambiguity. Finally,
the formulas were re-rendered into images using a formula rendering engine.

2. Automatic Data Annotation: For real-world formula data from exam papers, educational
materials, and handwritten notes, the process begins with the use of the layout analysis
method PP-StructureV3 [10] to identify the bounding boxes for formulas. Based on
these bounding boxes, formula regions are cropped from the images. Subsequently,
large multimodal language models, such as ERNIE-4.5-VL-28B-A3B [5], are employed to
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generate the LaTeX source code for these formulas. Given the rarity of Chinese formulas
in real-world scenarios—where approximately 1 out of 100 formulas contains Chinese
characters—PP-OCRv5 [10] is utilized to recognize characters within the cropped regions,
enabling targeted optimization when Chinese characters are detected. Due to the complex
and diverse nature of real-world formulas, recognition errors may occur with existing large
models. To address this, a LaTeX rendering engine is used to filter the formulas generated
by these models. Specifically, image-formula pairs that cannot be successfully rendered
by xelatex are discarded. For those that render successfully, a more in-depth screening is
conducted by comparing metrics such as the aspect ratio between the recognized image
and the rendered image.

3. Targeted Synthesis of Long-tail Data: For certain long-tail formula structures, such as
elementary school vertical calculations, formulas with strikethroughs, and handwritten
formulas with explanatory arrows, existing multimodal large models struggle to accurately
recognize them due to data distribution issues. To address this, LaTeX code is synthetically
generated based on rules and inverse rendering is performed using a LaTeX rendering
engine, thereby constructing image-formula matching pairs for these long-tail scenarios.

4. Public Data Collection: In order to enable the model to learn high-quality formula repre-
sentations, a substantial amount of data has been collected from existing public datasets,
including UniMER-1M [30] and MathWriting [31]. Specifically, UniMER-1M is oriented
towards real document scenarios and has gathered 1 million formula data from arXiv,
Pix2tex [71], CROHME [72, 73, 74], and HME100K [75]. On the other hand, MathWriting
is currently the largest handwritten mathematical formula dataset, comprising 230,000
real handwritten formula samples and 400,000 synthetic handwritten formula samples.

A.4. Chart

We constructed a large-scale, bilingual (Chinese and English) dataset of over 0.8 million high-
quality image-chart pairs. Our dataset construction employs four key strategies: public data
collection and cleaning, automatic data annotation, data synthesis, and targeted long-tail data
augmentation. The dataset covers a wide array of chart types from diverse sources, including
academic papers, financial reports, and web pages. The main dataset construction process is as
follows:

14 Types Chinese and English , 0.8M High-Quality Chart-Table Pairs

Public Dataset Automatic Data Annotation Data Synthesis I Long-tail Augmentation
ChartQA @ ERNIE Extract the Axis Tick Labels L e Codi
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Chart2Text 3 D ERNE Siumed f‘m Betisel (niﬁﬁ:::;:;) — \\w = Augmentation l
+ T
P, G, and St £2) Consistency Check @‘f g " (>~ 4 meme— OERNE
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Hybrid Chart, etc. research reports, web pages, textbooks,

Languages: Chinese, English magazines, etc.

Figure A4 | The construction method and characteristics of the chart training data for
PaddleOCR-VL-0.9B.
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1. Public Data Collection and Cleaning: We collected a large number of samples from public
datasets, including ChartQA [32], PlotQA [33], Chart2Text [34], DVQA [35], Unichart [36],
Beagle [37], ChartINFO [38], visText [39], and ExcelChart [40]. However, the raw datasets
suffered from poor annotation quality and extremely imbalanced data distributions. Thus,
a meticulous data cleaning and filtering pipeline was implemented to remove noisy sam-
ples and ensure balanced clustering, resulting in a high-quality dataset of 220k samples.

2. Automatic Data Annotation: To annotate our large collection of unlabeled public and
in-house data, we developed a two-stage annotation pipeline based on the Vision Large
Language Model ERNIE-4.5-VL [5]. In the first stage, the model extracts tick labels from
the x- and y-axes; in the second, random permutations of these labels are used to query
corresponding data points, framing annotation as a data retrieval task. A final consistency
check ensures that only verified annotations are included in the training set, guaranteeing
high reliability.

3. Data Synthesis: To capture diverse visual styles and enhance model generalization, we
designed a three-stage data synthesis pipeline. It begins with a large collection of base data
tables, followed by an LLM Persona [76] strategy using ERNIE-X1 [5], which diversifies
table content and generates persona-specific rendering code. This enables control over
chart aesthetics such as color, font, and layout. Leveraging a billion distinct personas, the
pipeline produces highly varied data structures and visual styles, substantially improving
PaddleOCR-VL'’s generalization across real-world charts. For rendering, we employ
matplotlib and seaborn.

4. Targeted Long-tail Data Augmentation: To improve generalization on real-world long-
tail samples, we designed a data augmentation pipeline based on seed charts. It first
selects long-tail samples by their distinctive visual features, then uses ERNIE-4.5-VL [5] to
replicate their rendering code. ERNIE-X1 [5], guided by a specific persona [76], further
diversifies the code by altering data tables and visual styles. Executing the modified code
produces new augmented charts with corresponding data tables.

Through the four data construction strategies mentioned above, the final chart dataset covers
a wide range of application scenarios and a rich variety of chart styles, providing strong support
for the training of chart models.
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B. Supported Languages

PaddleOCR-VL supports a total of 109 languages. Table 6 in the main text shows the text line
recognition accuracy for different languages. Table Al lists the correspondence between each
language category and the specific supported languages.

Language Category Specific Languages
Chinese Chinese
English English
Korean Korean
Japanese Japanese
Thai Thai
Greek Greek
Tamil Tamil
Telugu Telugu
Arabic Arabic, Persian, Uyghur, Urdu, Pashto, Kurdish, Sindhi, Balochi
French, German, Afrikaans, Italian, Spanish, Bosnian, Portuguese,
Czech, Welsh, Danish, Estonian, Irish, Croatian, Uzbek, Hungarian,
Serbian (Latin), Indonesian, Occitan, Icelandic, Lithuanian, Maori,
Latin Malay, Dutch, Norwegian, Polish, Slovak, Slovenian, Albanian,
Swedish, Swahili, Tagalog, Turkish, Latin, Azerbaijani, Kurdish,
Latvian, Maltese, Pali, Romanian, Vietnamese, Finnish, Basque,
Galician, Luxembourgish, Romansh, Catalan, Quechua
Russian, Belarusian, Ukrainian, Serbian (Cyrillic), Bulgarian,
Mongolian, Abkhazian, Adyghe, Kabardian, Avar, Dargin, Ingush,
Cyrillic Chechen, Lak, Lezgin, Tabasaran, Kazakh, Kyrgyz, Tajik, Macedonian,
Tatar, Chuvash, Bashkir, Malian, Moldovan, Udmurt, Komi, Ossetian,
Buryat, Kalmyk, Tuvan, Sakha, Karakalpak
Devanagari Hindi, Marathi, Nepali, Bihari, Maithili, Angika, Bhojpuri, Magahi,

Santali, Newari, Konkani, Sanskrit, Haryanvi

Table Al | Supported Languages
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C. Inference Performance on Different Hardware Configurations

We measured the inference performance of PaddleOCR-VL on different hardware configurations,
as summarized in Table A2. As observed, PaddleOCR-VL demonstrates stable and efficient
inference performance across a wide range of hardware and backend configurations, showing
that the system can flexibly adapt to diverse computing environments. Moreover, we are
currently integrating the FastDeploy backend, which is expected to further enhance inference
efficiency in future releases.

Hardware | Backend | Total Time (s)| Pages/sT Tokens/sT Avg. VRAM Usage (GB)|

A100 vLLM 800.9 1.2241 1881.2 43.7
SGLang 917.6 1.0684 1641.5 49.8
A10 vLLM 1238.0 0.7921 1217.2 14.1
SGLang 1429.9 0.6858 1055.8 20.0
RTX 3060 vLLM 2749.1 0.3568 548.2 11.9
SGLang 27924 0.3513 540.8 11.8
RTX 5070 vLLM 1292.9 0.7584 1165.5 8.9
RTX 4090D vLLM 845.3 1.1597 1781.8 16.7
SGLang 951.8 1.0303 1586.1 21.8

Table A2 | End-to-End Inference Performance
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D. Real-world Samples

This appendix showcases the parsing and recognition capabilities of our proposed algorithm
across a variety of challenging scenarios.

Section D.1 demonstrates the overall document parsing capability of PaddleOCR-VL. Figures
A5-A8 are examples of parsing different types of documents in Markdown format.

Figures A9-All in section D.2 illustrate the superior ability of PaddleOCR-VL to process
pages featuring intricate or challenging layouts.

Figures A12 and A13 in section D.3 demonstrate that PaddleOCR-VL maintains excellent
reading order when faced with complex layouts, such as those found in various reports, text-
books, newspapers, magazines, and even vertical documents.

Section D.4 highlights the robust text recognition performance of PaddleOCR-VL in challeng-
ing cases, including multilingual text, handwriting text, and vertical text, which are presented
in Figures A14-A22.

The model’s table recognition abilities are demonstrated in section D.5. Figures A23 and A24
showcase its robust handling of a wide array of table formats, including tables from academic
papers, tables from financial reports, tables with watermark, tables with image, tables with
formulas and photograph of tables.

Figures in section D.6 detail the formula recognition performance. Figure A25 demonstrates
the ability to handle various types of english formulas including complex printed expressions,
handwritten expressions screen-captured expressions and vertical formula, while Figure A26
focuses on the ability to handle formulas that contain Chinese characters.

In section D.7, PaddleOCR-VL demonstrates impressive chart recognition capabilities, a
feature currently lacking in many expert OCR VLMs like MinerU2.5 [14], dots.ocr [52] or
MonkeyOCR [1]. Figures A27-A29 showcase our ability to parse various chart types, including
pie charts, bar charts, line charts, bar-line hybrid charts and heatmap.
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D.1. Comprehensive Document Parsing
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Figure A5 | The Layout and Markdown Output for Book, Textbook and Academic Paper.
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D.2. Layout Detection
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Figure A9 | The Layout Detection results for various types of documents.
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Figure A10 | The Layout Detection results for various types of documents.
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corroded reinforced concrete beams after various cooling methods

text 095 _ o 5
Caiwei Lin ', Meng Yang", Pengfei Wang ", Kang Li", Xuyang Gao", Jijun Miao "

£ (2O e, Ot sy o Ty Qo 264520,
g eyt

text 097
forid

i

[oa—

P S subjected 0 watersprayed coning
[ comparisn to beams undergoing natura cooling. All beam specimens showed flexural e mode. vut i
- The descending

inforced concrete (RC) structures are vulnerable 10 chloride
erosion in marine and humid environments, and steel bars used 1o
111 In this

QR s coi v ity mprored o g
Tarig et

0,QQeties and load.deflection response of RC beams.
" Hiees occur tn which adversely afect

the carryng capacity of the structure. Reinforcement corrosion in RC.
reduces the residual cross section and strength of th rein.

post fire forms the foundaton for reinforcing and restoing RC struc.

forcement. cracking and
eventually premature detrioration of the RC structure (2.5, Consid-
erable research on the influence of reinforcement corrosion on the

6.

101 However, th effects ofvarious cooling methods on the propertis

ture, the residual mechanical properties of concrete might be over-
estimated, where natura cooling was usually employed. The cooling

temperature rises (11). Up 1o now, much experimental research has

concrete and steel bars) (12,131 As reported by Tao et al. (14),steel

‘gtlf? '!E‘% i

Foret BT A
e BTabi:
text 0.98

RE (PRARXME SR Z) RAXER, EAHAE,
BEERHRANE, HITLAER, UERFXFHTF,

N TN

L]

% & P
R
# 3 2

AHARTEE (X5):

FoF Ruwon
0.

FEF: aih. ARHHEEREKRRARE
FOE ERrRRERRA A

FEE O KA. BA. WAL K

TR
Exen

Magazine

17, NGRS — R, nfaY
RIUEAMNCASNIL, ATHE20155 8957

WHALT AR DA REE N, € ER)
FREA, ERMLRNREREK, BRI
RGBT, SRR A A 4]
NERI? " 038, SURE— AR
RS BT T
VAR, — SO0 B2 BT M0
4. HERTELFUMN, EFTEE
mag A, Kk, RESEEENN %]
. ERERTH, "REFLERT. fony
T. T ATERX, RUBEEK LU

CEENIR, —IRELHEF L,
CUBE TIPSR AREAS D215 T
AL, SEMM—-RTR, BRELT 2
B, AR EEK, REGRARET, s
L SRR
AREERWHNAZE, 7#2.50m%
WE L ST EBWE, BEFH A% S
WBHE T, MROZHHNM, RGHEIIY
CES S 28 L3 BR PP RN
%, mienTHE—RAsER, £ae
FIMMELR. RERESL R, KA,
SR LEG? T EERERT Wi, 1
BERA TN, A, WRR ]

A A "

BOARBE R, RERE - F %l
EEEELERRE A U2 S Ps s
B, HTHRACS N, REE “ROK" ]
HTEE. FHHLE, ERONSABLR

. “REAAB
t INER_— RELAR

FEPH, A0 E LR
——

FREFH -BREFIHH

K—aoet g, RARE
KK T— G, M
%, ESTMSER. £
D LERERRE, §XY
WA, RISLHE L,
EELEE L LS E
B A A SN
RiE 0 M2 W L
R: “REAA, FRG? T 4
BERRAEE, EiER. B ER

o 0 oo RSN
RURIEAT 5. RATARZHUN, 5Ll

grasa-an GEREsSTEARGY

TEE, RORFRBMRE, T RZHEYD)
. WAAREHT LI, 80005, R T 5000
FEAI L, R, LA, R
MRRE, EABGENHE, BRLRAHERY
8, EERAMMNE, HIREW, #5912

R TMA, RRRTIWUET. R
EERRM AR, KRR, RAG R
B9 EEES, WAALT 00T, KI2ZE. R
R MEREMBBTA, T -RiK, RO
WRRRE. ST LR T, 0N 0K
TH, REARBUWE, "0, REKHELW
), FORRLEARNT, © B0 WRARIE,
FRUTHER M, BIaRnR. . g
AREFRE, FE—L, RRLT —TE005RH)

A —HRR O SO KB, REN. ARR
LS TR E0ME, LBAB2 "9 . W
RURNT. BERLY, ARBANEEFT. ]
(RRA—HiLB GO ARFN, REWT, 8
BRI, SAES— A R 6 9 £ )

O RRLY, EMEOLEIYRE, A
a0 A . ANEERTF2E
RUVABAFIEEHME, RUWE. 6XH
R20ZFEWHAL, RS, WA, EE0LR

E M, RREMRREIFE. RRARNE
K" MEROALN, NEENH
SR,

2020, EREERFOBTEEL. C8 LY
BN IRT . AR, RS E QNN
% SIS, " RBEEA S ¢
2 = T2l WERE T HILE
ROGRM: 00 S, R
HENLATRIMER, CR0%)

RWREE, ROWRY
e PRI T LHIT, 0]
RURTIE, ROFF, 5|
ARANRINE TN e
R, WA R E A
e, Wi, RUWER—H]
MNE, —HERL KN
D i i R

Figure A11 | The Layout Detection results for various types of documents.




D.3. Reading Order
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D.4. Text Recognition

D.4.1. Multilingual Text Recognition

Joélle Marsot:

w la guﬂon dlwu‘ en
S'il existe le stress, il St vt

d'abord comprendre qn: « Cepakes o vt difteremmment par chaque personne. Il faut donc
¥ apporter dea solutions trés individuelles. Par ailleurs, w1 st clair que Je e

et sea efets destructeurs sont & banair I feut sussi dtre conacient du besoin de challenges
exprimé par certains salariés, dont les plus jeunes. Notre défi quotidien est de trouve:

e doange optimeal, stracturent, atissslunt oi posiif qul pousse e colluborateur & donmer

le meilleur de lui-méme, tout en lui offrant des moments de répit quand cela est nécessaire.

Que peut Uentreprise pour créer ce climal idéal?

Elle peut jouer sur différents leviers, & commencer par la flexibilité, que ce soit des horaires
ou du lieu de travail. Depuis la création de notre cabinet d'avocats en 2004, MNKS permet

le télétravail et a mis en place les outils opérationnels et organisationnels pour que cela
fonctionne. Un autre élément tient 4 la question du temps de repos. Si la loi luxembourgeoise

La santé au travail est un autre élément & prendre en considération. De plus en plus d'entre-
prises mettent en place des programmes pour arréter de fumer, perdre du poids ou simple-
ment inciter les salariés 4 pratiquer une activité physique réguliére. De fagon plus générale,
les services & la personne ont également pris de I'ampleur au cours de ces derniéres années.
Una comclerperie d'entreprise pacset de gagner un temps précieux, libére l'esprit et vient
soulager de s

‘Toutes ces mesures -elles @ garanlir la fin du stress?

Non, cela ne sert & rien sans une véritable culture d'entreprise et un management qui

s'implique dans la relation humaine. Chez MNKS, bien que nous soyons un cabinet d'avocats

avec des titres et des grades, tout le monde s'appelle par son prénom et se tutoie.

Les associés ont leur bureau au milieu de leurs équipes et leur porte est toujours ouverte.

L'élément déclencheur de nombreux burn-out réside dans un probléme relationnel.

Pour éviter cela, il est important de promouvoir un management participatif, dans un

environnement collaboratif et transversal. Nous voulons que nos managers soient dans

Faccompagnement, dans le mentoring et la proximité. Autre point important, nous avons

abandonné tout rating de performance. Le plus important est de donner du sens au travail
r base d'une vision stratégique claire qui permet a chacun de décliner ses

propres objectifs et comprendre comment il peut y contribuer.

56 / sMAGAZINE

Joélle Marsot: «IL FAUT DONNER DU SENS
AU TRAVAIL DE CHACUN»

[ bien appréhender la tion du stress en

entreprise?

S'il existe aujourd'hui de nombreuses solutions pour restreindre le stress, il faut tout d'abord comprendre que
celui-ci est vécu différemment par chaque personne. Il faut donc y apporter des solutions trés individuelles. Par
ailleurs, s'il est clair que le stress et ses effets destructeurs sont & bannir, il faut aussi étre conscient du besoin
de challenges exprimé par certains salariés, dont les plus jeunes. Notre défi quotidien est de trouver ce dosage
optimal, structurant, stimulant et positif qui pousse le collaborateur a donner le meilleur de lui-méme, tout en lui
offrant des moments de répit quand cela est nécessaire.

«LA GESTION DU STRESS EST AUSSI DE LA RESPONSABILITE DE
CHAQUE INDIVIDU.»

Que peut faire I'entreprise pour créer ce climat idéal?

Elle peut jouer sur différents leviers,  commencer par la flexibilité, que ce soit des horaires ou du lieu de travail.
Depuiis la création de notre cabinet d'avocats en 2004, MNKS permet le télétravail et a mis en place les outils
opérationnels et organisationnels pour que cela fonctionne. Un autre élément tient a la question du temps de
repos. Si la loi luxembourgeoise impose un minimum de 25 jours par an, Nous avons pris e pas d'aller au-dela.
Un junior aura 11% de jours de congé en plus et cela peut aller jusqu'a 25 % pour un Manager. Il est également
possible de transformer un bonus en jours de congé supplémentaires. Pour beaucoup, le bien-étre n'est plus
directement associé a la notion d'argent

La santé au travail est un autre élément a prendre en considération. De plus en plus d'entreprises mettent en
place des programmes pour arréter de fumer, perdre du poids ou simplement inciter les salariés a pratiquer une
activité physique réguliére. De fagon plus générale, les services a la personne ont également pris de 'ampleur
au cours de ces deriéres années. Une conciergerie d'entreprise permet de gagner un temps précieux, libére
I'esprit et vient soulager le collaborateur de ses contraintes privées ou professionnelles.

Toutes ces mesures suffisent -elles a garantir la fin du
stress?

Non, cela ne sert & rien sans une véritable cuiture d'entreprise et un management qui s‘implique dans la relation
humaine. Chez MNKS, bien que nous soyons un cabinet d'avocats avec des titres et des grades, tout le monde
s'appelle par son prénom et se tutoie. Les associés ont leur bureau au milieu de leurs équipes et leur porte est
toujours ouverte. L'élément déclencheur de nombreux bum-out réside dans un probléme relationnel. Pour
éviter cela, il est important de promouvoir un management participatif, dans un environnement collaboratif et
transversal. Nous voulons que nos managers soient dans |'accompagnement, dans le mentoring et la
proximité. Autre point important, nous avons abandonné tout rating de performance. Le plus important est de
donner du sens au travail de chacun, sur base d'une vision stratégique claire qui permet & chacun de décliner
ses propres objectifs et comprendre comment il peut y contribuer.
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Figure A14 | The markdown output for French and Hindi documents.

42



Godine 1854. na Rabu boravi jo§ jedan bivii austrijski ¢asnik, ilirac-preporoditelj Ivan
Kukuljevi¢ Sakeinski, koji je studijski obisao i otoke Krk i Pasman, te Rijeku, Bakar, Senj,
Zadar, Sibenik, Split, Klis i Omis s Poljicima. U djelu , Izvjestje o putovanju po Dalmaciji u
jeseni godine 1854, objavljenom naredne godine iskaljuje svoj bijes na odnos Austro-Ugarske
prema kulturnoj batini hrvatskog naroda, te se osvrée na zapustene i devastirane rapske crkve
1 unidten mozaik u crkvi sv. Ivana Krstitelja: ,,Kada domoljubni Hrvat u ovu crkvu stupi, pak
po prekrasnom mozaiku, sada smradom i rusevinom pokrivenom gazeci, krasne one stupove i
glavice, umjetno izrezane oltare i kipove, velicanstvene arkade i svodove, lagahne visoke
prozore i kamenite grobove s latinskimi i glagolskimi napisi motri, mora da ga obuzme gorka
tuga nad propaiéu naroda i svega toga, $to mu je njegda pripadalo”** Upravo njegova

bogata zbirka spisa, isprava i rukopisa otkupljena sredstvima velikog patriota i
dakovatkog biskupa Josipa Juraja j

mecene,
arhiva jje.2!

Slika 4: Fragment mozaika iz crkve sv. Ivana na Rabu, crtez Mijata Sabljara

(iz BRADANOVIC, 2017)

Concursos de obra realizada
El estado de la arquitectura

Arg. Maria Samaniego

En un escenario arquitectonico glo-
bal en el que cada vez nos vemos
mas abocados a un sinfin de inves~
tigaciones, articulos, teorias y tex-
tos académicos, trabajos de aula
0 de escritorio y no “del hacer”, se
aplaude La iniciativa de realizar los
concursos, exposiciones o discu~
siones sobre La obra construida, el
quehacer de nuestro oficio de ar-
quitectos.

Sin de ninguna manera restar im-
portancia a todas las actividades
académicas, al anlisis y construc-
cién del sobre la ar-

Maria Samaniego Ponce (Quito, Ecuador)
€5 arquitecta ecuatorians

experiencia en diseo urbano y arquitects-
nico, conferencista invitada a ivel nacional
€ interacional en La Bienal de Arquitectura

ct
e Prize 2017, longlist Dezeen Awards 2018,
¥ finaiista en los premios Architizer AvFirm

quitectura y La ciudad, los espacios
de confrontacion de La obra arqui-
tecténica resultan _ imprescindi-
bles. Haciendo un simil con a ra-
26n fundamental en base a la que
surgieron Las bienales de arte, de
ser espacios de exposicion a gran
escala y sin un fin mercantilista,
que evidencian el estado del arte
en ese momento, Las exposiciones
0 concursos de obra arquitecténica
elestado de

Central, 2021. Ha sido jurado de varios.

tectos de su pais y de su nicieo Pichincha.

22 | ARQUITECTURA | 274

Saceds s bguneces et Uity

la arquitectura.

La convocatoria realizada por la
Sociedad de Arquitectos del Uru-
guay SAU para el 2021 fue sin duda
un acierto, demostrado por La gran
respuesta de proyectos participan-
tes en Las distintas categorias. Tuve
el honor de formar parte del equi-
Po de jurados integrado por Héctor

Berio y Fernando Giordano, con el
acompafiamiento de Cristina Bau~
sero. Nos encomendaron juzgar la
Categoria 4: edificios administrati-
vos, institucionales y corporativos,
¥ la Categoria 5: arquitectura para
el trabajo, la produccién y los ser-

Es usual encontrarse con una gran
diversidad de propuestas, diferen-
tes escalas, lugares de implanta-
cién, usos; sin embargo, la bis-
queda por parte de los jurados de
una calidad arquitecténica y de una
apropiada respuesta a su contexto
~fisico, social, cultural, etc- fue
constante. Ser jurado internacional
supone clerta dificultad, al no co-
nocer de primera mano los edificios
sino limitarse a los paneles e infor~
macién presentada; pero también
puede ser una ventaja al tener una
mirada tal vez ms objetiva y una
perspectiva desde fuera.

Las interesantes y profundas reu-
niones de deliberacién, alimen~
tadas por estas coincidentes y
también diferentes condiciones y
visiones, fueron un espacio propi-
cio para concluir que, a pesar de la
diferencia de latitudes, una arqui-
tectura de calidad hecha con rigor
y de manera responsable siempre
tendré un caracter universal.

Croatian

»

Spanish

»

Godine 1854. na Rabu boravi jo$ jedan bivsi austrijski ¢asnik, ilirac-
preporoditelj lvan Kukuljevié¢ Sakcinski, koji je studijski obisao i otoke Krk i
Padman, te Rijeku, Bakar, Senj, Zadar, Sibenik, Split, Klis i Omi$ s Poljicima. U
djelu ,Izvjestje o putovanju po Dalmaciji u jeseni godine 1854, objavljenom
naredne godine iskaljuje svoj bijes na odnos Austro-Ugarske prema kulturnoj
bastini hrvatskog naroda, te se osvrée na zapustene i devastirane rapske crkve
i unisten mozaik u crkvi sv. lvana Krstitelja: ,Kada domoljubni Hrvat u ovu crkvu
stupi, pak po prekrasnom mozaiku, sada smradom i ruSevinom pokrivenom
gazedi, kasne one stupove i glavice, umjetno izrezane oltare i kipove,
veli¢anstvene arkade i svodove, lagahne visoke prozore i kamenite grobove s
latinskimi i glagolskimi napisi motri, mora da ga obuzme gorka tuga nad
propascu naroda i svega toga, $to mu je njegda pripadalo” 20 Upravo njegova
bogata zbirka spisa, isprava i rukopisa otkupljena sredstvima velikog patriota i
mecene, dakovackog biskupa Josipa Juraja Strossmayera predstavlja
fundament arhiva Akademije. 2

Slika 4: Fragment mozaika iz crkve sv. Ivana na Rabu, crteZ Mijata Sabljara (iz
BRADANOVIC, 2017)

Concursos de obra realizada
El estado de la arquitectura
Arq. Maria Samaniego

Maria Samaniego Ponce (Quito, Ecuador) es arquitecta ecuatoriana, egresada de la Facultad de Arquitectura y
Urbanismo de la Universidad Central del Ecuador. Tiene vasta experiencia en disefio urbano y arquitectnico,
conferencista invitada a nivel nacional e ional en la Bienal de de Quito, dos nominaciones al
Premio Mies van der Rohe de Arquitectura Latinoamericana, Finalista en V Bienal Iberoamericana de Arquitectura y
Urbanismo i6n de Honor American Prize 2017, longlist Dezeen Awards 2018, y
finalista en los premios Architérico A+Firm Awards categoria Major de América del Sur y Central, 2021. Ha sido
jurado de varios premios de También fue la presi-denta de la Bienal de de
Quito BAQ, 2018 y BAQ, 2020, de Docomo Ecuador desde 2017, miembro del consejo técnico de apoyo para el
inventario y proteccién de los bienes inmuebles de arquitectura moderna del Ecuador del Ministerio de Culturay
Patrimonio, coordinadora de bienales y congresos de la FPAA, 2021-2024, presidenta del colegio de arquitectos de
su pais y de su niicleo Pichincha.

En un escenario arquitecténico global en el que cada vez nos vemos més abocados a un sinfin de investigaciones,
articulos, teorias y textos académicos, trabajos de aula o de escritorio y no “del hacer", se aplaude la iniciativa de
realizar los concursos, exposiciones o discusiones sobre la obra construida, el quehacer de nuestro oficio de
arquitectos.

Sin de ninguna manera restar importancia a todas las actividades académicas, al anlisis y construccién del

sobrela y1a ciudad, los espacios de dela obra resultan
imprescindibles. Haciendo un simil con la raz6n fundamental en base a la que surgieron las bienales de arte, de ser
espacios de exposicién a gran escala y sin un fin que evid | estado del arte en ,
las exposiciones o concursos de obi énica realizada nos dejan ver el estado de la

La convocatoria realizada por la Sociedad de Arquitectos del Uruguay SAU para el 2021 fue sin duda un acierto,
demostrado por la gran respuesta de proyectos participantes en las distintas categorias. Tuve el honor de formar
parte del equipo de jurados integrado por Héctor Berio y Fernando Giordano, con el acompafiamiento de Cristina
Bausero. Nos encomendaron juzgar la Categoria 4: edificios administrati itucionales y yla
Categoria 5: arquitectura para el trabajo, la produccion y los servicios.

Es usual encontrarse con una gran diversidad de propuestas, diferentes escalas, lugares de implantacidn, usos; sin
embargo, la busqueda por parte de los jurados de una calidad arquitectdnica y de una apropiada respuesta a su
contexto -fisico, social, cultural, etc.- fue constante. Ser jurado internacional supone cierta dificultad, al no conocer
de primera mano los edificios sino limitarse a los paneles e informacién presentada; pero también puede ser una
ventaja al tener una mirada tal vez més objetiva y una perspectiva desde fuera.

Lasii y profundas d por estas ¥ también diferentes
condiciones y visiones, fueron un espacio propicio para concluir que, a pesar de la diferencia de latitudes, una
arquitectura de calidad hecha con rigor y de manera responsable siempre tendré un carécter universal.

Figure A15 | The markdown output for Croatian and Spanish documents.
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Tx&2.x: and in Ope OCR
PaddleOCR has emerged as a prominent ope project ing these if hall Since

its initial release in 2020, PaddleOCR has adhered to the principles of comprehensive coverage, end-to-end
workflow, and lightweight efficiency, setting new standards for both usability and technical excellence in the
OCR domain. Anchored by the PP-OCR series, PaddleOCR has evolved through multiple iterations—each
pushing the boundaries of text detection, recognition, and document analysis. Early versions such as PP-
OCRV1(Du et al., 2020) focused nn achlevmg an optimal balance between accuracy and speed, making OCR
accessible for releases (PP-OCRv2(Du et al., 2021), v3(Li et
al., 2022b), and v4) i improved iti extended language coverage, and

i isti models for iting and rare character ition. A notable has
been the integration of document structural understanding via the PP-Structure series, enabling PaddleOCR to
move beyond text lines and paragraphs to address complex layout analysis, table structure recognition (e.g.,
SLANet(Li et al., 2022a)), and other advanced parsing tasks. These capabilities have made PaddleOCR a critical
engine for automated document processing, intelligent archiving, information extraction, and, increasingly, for
supporting the data pipelines of LLMs and RAG systems.

The adoption and impact of PaddleOCR in both academic and industrial communities are evidenced by its
widespread use and vibrant developer ecosystem. With more than 50,000 stars on GitHub as of June 2025, and
its deployment as the core OCR engine in projects such as MinerU (Wang et al., 2024), RAGFlow (KevinHuSh,
2023), and UmiOCR (hiroi sora, 2022), PaddleOCR has become an indispensable tool for digitization initiatives,
knowledge management platforms, and Al-driven document analysis workflows. Notably, PaddleOCR has played
a central role in the construction of high-quality document datasets for large model training, enabling
researchers to assemble diverse, accurately annotated corpora spanning multiple languages, domains, and
document types. Its modular architecture and rich API ecosystem facilitate seamless integration with RAG
pipelines, where efficient and accurate OCR is essential for document ingestion, retrieval indexing, and context
provision to generative models.

As PaddleOCR's user base has expanded, so has the range of feedback and requirements from the community.
Users have highlighted persistent needs in areas such as robust handwriting recognition, improved support for
multi-language and rare script recognition, more powerful document parsing for complex layouts, and advanced
key information extraction. These demands are further amplified by the growing scale and dynamism of LLM
and RAG applications, where the ability to extract, structure, and semantically interpret information from diverse
documents is a prerequisite for building reliable, responsive, and intelligent systems. Aware of these trends and
our ibility as a leading ope platform, we remain committed to continuously improving
PaddleOCR to meet the evolving challenges of the field.

PaddleOCR 3.0: A New Mil in ing Text ition and Parsing

In this context, we introduce PaddleOCR 3.0, a major release designed to systematically enhance text
recognition accuracy and document parsing capabilities, with a particular focus on the complex scenarios
encountered in modern Al applications. PaddieOCR 3.0 encompasses several core innovations. First, it presents
the high-precision text recognition pipeline PP-OCRvS, which leverages advanced model architectures and
training strategies to deliver state-of-the-art results.
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Figure A16 | The markdown output for English and Arabic documents.
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Gé

obuects. MNepBoe B UCTOPUM HayuHOe reorpaduyeckoe obuiectso (Société de Géographie),
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MHTEpeC K apyriM s, C 1822 1- B SEponie” ;' i Giowne- 8 Espone il MHTepec K APYrUM TepPUTOPUSIM. C.1522 r
Tetb reorpadmieckoro obiiecrsa» (¢p. «Bulletin de la Société de Géographie»). i ’ reorpaguueckoro obuiectea» (¢p. «Bulletin de la
BrioceAcTBIH MOAEb 0panuy:cmro reorpaduyeckoro oGIIECTBa CTAHOBHTCS Société de . Moaens oro reorpaguyeckoro obuectsa

ans opr ans 61 opr
Tak, B 1828 r. orkpuiBacTcs reorpnt]mueclme obuwecrso (Gesellschaft .

fiir Erdkunde) 8 Bepamne, kotopoe ¢ 1853 r. HaunnaeT 3tasats HayuHsii KypHan Tex, 81828 . reorpad fur & Bepnune,
«3emas» («Die Erde»). B 1830 1. 8 Jlonzione ocnosano Koponesckoe reorpaguye- KoTopoe ¢ 1853 r. HaYMHaeT U3AaBaTb Hay4HbIit XypHan «3emna» («Die Erde»). B 1830T. 8
ckoe obuectso (Royal Geographical Society) B ue/IsX HCCI€0BAHNSA H NIONYASPH- NoHpoxe reorpad (Royal Society) 8

3aUMK reorpagii Kak HayKu.
B 1845 . coytaercs Pycckoe reorpaditeckoe obuiecTso, KoTopoe oxapakre-

uensax UCcneaoBaHns U NONYNSPU3aLNM reorpadum Kak Hayku.

PHIOBAHO HIBECTHBIM rvorpubou 1y " p aes- B 1845 r. cospaertcs Pycckoe reorpapuyeckoe KOTOpOe oXxapak
Tenem ILIT. Co KaK " P Ui Beex, WM3BECTHBIM reorpaom, ny nr n.n.c
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reorpapuyeckux snannii Haunonansuoe reorpaguueckoe obuiectso suinyckaer

HayuHbiit Kypuai National Geogr@luc [19, c. 369).

Craunosurcs obmen

MH O NOCHCAHHX JOCTHKCHHAX r:orpmbu-lecxoﬁ uayku B CBAIM C HeM pacTeT
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Figure A18 | The markdown output for Russian and Japanese documents.
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SR80 NS 2010) AICHS QOS] 18 UMD U= ARGV WIS
IS i HAHIAS) OIS i, 22|71 LK) OfopIE B2

ASPAE-919] SETB AN AL 2P LS yUSLCE
v 919

§ 7| YUY YU SOTUF 71810 20| LWL YIS WM 2
ToplOF ZAI S/MCE RIMOR B YUY 2D FAS HIAWN 2D HoAE
2oVl

X

B4 oF

Agto)

7 HE0| S

StndetE 2U|fld st=dstiiede| HE
IME2ES

e

ER T3 Ha| <YapRis HEE

M FS3Hs $H2G510t Bt YshRstel FHolls JET SIS} 2lct
2023492 YsITSAYS|2| HE 50FE S=Fstot7ie|0|2| JHm 40FE 22|10
7|gte| B4t o|H 105 S Qo8 22 §t sich 2|1 SR AsHd2 o L2l M
G2l HOE A AlcHel 7|20M AHE2| ChHEE7|E 2= S017|% Sict. Xt gt
MI7|E F2stn M2 Fstol AIHE olsh7| s AFMI A= FshEEAYS|2|
9718 olaiFe DLt st=gstitedol ofxiet @5, 2|1 LYo 0[of7|E S/

EtC=2|[)

HshalE gl elslol et Ziasst 4708 Retsaict

232 7 5042 2oI3 YaHHIE SIS Olst T & Sor|z Ly o
2518 MRl BY JIBOIC) Hi K-2HX} K-UXB K-26]7t MEstD It
T M2t TSl 22 K-DHlo| Eitoj2hn HBEY 4 ct,

2 Y| 79l Y 50FHE 7I'gste] 2000] MYE JTQlet stnst wA
Top102 ZAtSH S7HHCL M= B ST 21 wAQ 8RS} 20 RAE

AL

X ST 2D FAE 1973 SSXIESAL HES B0 73H0|H S=2PsPt
LA 0242 WRACH. ZAPSTH AICHOIR YSkated XEx 7t FR0N 31718t 20702 ¥
statgto] ¢, M, HiZ2 & 4 = AZIICE 57t AAI= o FRO| x57tE
2rofof #7(ofl xIZHS HxishA 2Yst SH0IAT, £t HiF2 EHO| Lo 2
ACh 23 8 KoM S35teIS0| ‘02 A'0|H st=Fsh= TRt FiECHEH: 91719
A2 7HK| 1 BEYstE TIBE £ Al 7|7 M0l Zsirtn siAf gtsofxl Aol g
SHEIE3AICE

Figure A19 | The markdown output for Thai and Korean documents.



D.4.2. Handwriting Text Recognition

Mixed Printed and Handwritten Text

R AR N R AT, '.MM”“'
AN AR "0 A~ S 2005

CELl

ChaGIT #5104k A AR M A1 A0 R
FRORA AAAN TR AN o TR AT
A RHIEOA, T AR, 5 Wi TS
BEPEARR AT BRELLES,
(EP) PRGBS RANE, RBAY" ANSPHLY
e S L L E L e
Lk
0t ChatGIT 3 8 AL, L) 24K 1 110, 0 2 02 A0 A
TRMHRN K TENNES, RN—BAR RRANE KL~
AP FEATHENRGE RN RGN,

TSR L S P O E B — AL #/ﬂ! )

A ChatGIT 36 FBRME% ) ik il )

B. ChaGIT (B S ABE nuu.lmn—nw!

€. ChatGPT SZEAE AT AL IESURS A i1 , S 3 X (B

D, ChatGPT iR R IRBIA, RAS IR 09 SLIL,

2 i SR ERAE RN RTNRGA TRIERS, 5
ChatGPT 5 4ie XA 08 A = ﬁmmﬂun

5.1 OB B MPLERTHT ChatGPT 38§ BT 6.
MEEE M % 00 FhaA (450) (MBE) -

B 30K B 1 AR R, Jy o QG. 24)

Bl FRA—E WM

(4 5})(““)

& ﬁ'l!)ﬂﬂe.ﬂ

prpARA- &
‘t!»gnlﬂ.
‘&“4.;;.1!) '

"'“.Lﬂ..-
= PR Lo
s pnk. XA

g hE S
P L

1. UESECET R MO ) o4 BN 08 S L I E™ % M0 3 floiy,

P02 %
PR

(4

2B AT A LRI ) ik B2, N*ﬂl'ﬂftt&;:nmg

WA ATRERRWIPEYS), TEHENRBAEYIEN. NEIATREORE, Ham Qs
FERMA—NEM, RIETHSEH (81 , AR

Reisly]

BAL
AABHT
AMEL TR THANIRNR. AR, ZREHOPENTR, ANSBRELES.

TRy, RNOPAIN—BENE, YEANFOTANHR, BNS—T

L)

Chaf HAED

(ZF) PHWESR, “BAEY,

HTFRA) , e, MWL
% ChatGPT . B , TR i 7 , BIRTE
BOES, RI—BEX, X .
1. TR EHEABNERNSH, ERN—TE 0 G9)
A. ChatGPT BF 3 < HRSNBA. IRNHR,
B.ChatGPT ESS ABIR. RAL Al 28, BREET—LEIADRANRNE WML,
C. ChatGPT AT RAENBATE, INEEERA, EREORISEATH.
D. ChatGPT 2 BAf R3, EEBEA
2.8, 2I§NX# HFMNAHHROATRIERS, SRBF. HENMRLEEChatGPTIINIEXS
wH, =RRHNZLERSOFAEAWL, (35)
AT ERES) £ 2
3. [QiEREF] MR M EREFChatGPT X —EMRITIE, WG LAMH, EZRERREN,
100%5ES. (49) (WHEMH)
@4, MER—ERI. C. o, HERTRN [EE AR, FiL,
MRS BT AL , BB SR,
1.85% (1 B, R HEMOXAE, —RIIMRR, NIXBHER—. =
RO, HWHRRBE. 29)

W—RiR: BEA - MR WRR: SR X WERR: 2RR- -2
BRBRMR,

2. W ETHBH (I , AR HRH B-ERRFITR, ®

REOEE. @2 RNaH)

URKED, WS, ERE, KREHN, TFLE, FSPURTX, EUSNR, RNBEHEFNLHZ
RERS. BT _NE TASRZN, %7
RE MRS,

andwritten Formula

(A8 )=smAcsf + asm/_
s Caxp)= (wamp 5 sindsinf

ton (axp)= Yot fwf
|5 fond taf

fm2d = 2 skt

3 2= ‘&’bt-m

;,,\ = tm.nt
L

= |-

30
v

25mBL= s~
L&‘&:L‘il(—

Qsmi+ busa = )u-rb’m (ot 0)R tmb=2 »

-(-wL
Sm2d =
(tu‘nt I tan

Yan 2042 l—tmt

Figure A20 | The markdown output for Mixed Printed Handwritten Text and Handwritten

(8 20 |- tud—

sin(a £ 8) = sina cos 8 + cosasin 5.
cos(a + 8) = cosacos B +sinasin 8

tana +tangj

Eilfei)e 1Ftanatang

sin2a = 2sinacosa
T T2 e P P Ve P12 P 2 -
cos2a =cos‘a-sin“a=1-2sin“a=2cos*a-1

1-cos2a 1+ cos2a

cos?a =

sinfa =

asina+bcosa = Va2 + B sin(a + 6)HF tand = o
a

sin2a = 2teha cos2a = 1=tonta

1+tan’a 1+tan’a
(an2a=2ta_n?
1-tan‘a

Formula documents.
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Handwriting Chinese

FASRAEREMA, —FSRMMEIGEA., SANBELRE
ARAFANE, IMESRRE—KE, BRE—BR
Hkz, SRR, MEER—TAER
2. TET, HEFMALTET, BERMRKK
SEXBETH . RNLERENARE, &F
EABLENREERME, KT - TMREREN
R,

tBdE, BAEMR, BNEF@MERT, B
E3k, RIBT=E, EHLRESERET. R
ERREEEEID, REFRENET. HER
BIFE, MIMERMSMNT TEESE, thITERAR

B, BEVE, MUARRI—ATEER, SHE—
BEMHNEFBE—R, SPERTARNBREETIR?
EMESMEBAFE? BRESINIIE? MNZEIE
£3ZF? MBEXR T AEMRKBE Rt IFEH
INERZENSEMMIFF IR REAIT T R? 183
XE, BRER, SPEN—EHIEERNNT,
HAEFLKRT, REPREELET, BHRDAG—
BT —EBNEE. REZRBRRT

=, TEER

Handwriting English

DATE 7 /| M 1 W 1 F 8§ NOw—

L examiinawon . yay  alm

W Sy ¥, - =
o4 VUYSOAt , and eleve th guvsel# .

L

AN aYead AIngs  ou

Keep an eye on the clock and make sure you
have enough time to answer all the questions.

In addition, | want to remind you to take care
of yourself during this stressful time. Make
sure to get enough rest, eat well, and take
breaks to relax and clear your mind. Your
physical and mental well-being is important,
and it will help you perform better in the
exam.

In conclusion, | want to wish you all the best
of luck in the middle school entrance
examination. Stay calm, stay focused, take
care of yourself, and believe in yourself. You
have the potential to achieve great things and
| am confident that you will succeed.

Good luck!

Figure A21 | The markdown output for Handwriting Chinese and Handwriting English
documents.



D.4.3. Vertical Text Recognition

Vertical Chinese Typesetting Vertical Japanese Calligraphy

AFRAERGIN EREENENT 4K E 7
NhaksBLye AEAEAKRY &A%
nof a8 e rere B Regcwag g
SN AL I N T O
PEES AT RS ieNGEREn R RLbAng -
camEze Lo g T EANEEN T SRy ]
EFATRER by REn B AT RER T S
AT YRS L EE RN R RN T
g B AW vy B g
S Y RN R E LI Y
AR EZRELEAA  nbgl o7 %
ARM i gl "ERFE G ERARE Hog
ER o glg nFSENgghg v HE2
Cobmzet A ptty WAk
S ESUESE IS ERE T IR Y
S AR EEN EEEEETE N IS SR
i~ﬁﬂguﬁ-—§gﬁ_"va§”l»t ¥ iz
EXERA g 8 Ry By ROF

» $ 4

Chinese Loong

HEURZ—, SRAOFREDEG
PEOBETHAIN
#, PEHREHPNBRZ K, ENEHRAY, SETFECORR, PEASK RNEA, RRFEREBHX W & DTN
HEBZ—, TMRPERERMNRE. o
EKRERTR, &>
EERBPOHR (RE) JEBAL: AUE, BOUE, XML, BOUR, TILGE, MOE, Boe, THmE, 3 CEREDSENE

R, B4 "ROBEFRSRE, hESHIMAEARKNFARES. EXROERD, RAEDMER. EMEEE.

. -
feiEtEk, SRR, RABANES. AEHSEEGFLLASHE, HBRASH, FRALE, HROLR, B, BERBOERD

FROBR". REREATFWEE, BOADIIFEADSIRR, NLFER, HRFILASFERNNIFHR LTV, 2o’
. LHERHHN ARRT", ASEFEXANBMETU LT, W0 "R “RE". “BW'S, ERE, RREBE MEEWTHRULI S
B, REBASNRIE. BELFRNEFE, INEFRARZA". EBRULZASBHRE, SR EBREE" fe. B

NE, AMMLERRFRERABRFINEAKN, BN, RRRBSK. #1, RREETR, RAFM, 2HE
23k, AMNARER. [REATNAXEEBOEE.

Vertical Chinese Calligraphy

Ancient Chinese Scrolls

BEEERTARERE BRRSETREDNRLREN BT 2B
BERRBRRABETE— ENREEREF A BATARSERER
PEEENFELRTE BEW RS S S U LR
TREBHRZZHIZRE 3 RAEEFAREFRRER) STERSL
SRITHTENZSFH T ;5 » AR RRE 2 BSRHEGE
BRATHETETREAE BEERAR TS FE T EERTE
TETEREERERE TREARRE AT EE 2 REREE
BESIBTHERESS SERBRZEIAHRERZ B EENT
SEREBENE RS RAER AR

Figure A22 | The markdown output for various types of vertical documents.



D.5. Table Recognition

Table from Academic Papers

Table with Watermark

- Close-source MLLM Monaay 17003 ]
R&S 530 605 569 4% 491 49 543 ‘ il - P 5
— PR OB o2 o8 & o8 om w0
C 464 491 471 385 421 403 451 ‘ 10
~Opensource MLLMs ooy ) "™
R&S 389 480 456 401 33 35 4ls Sonwdoy N ™
R T S S I - 7Y S  —
c 295 346 36 256 2 25 305 ~ T
RES 243 35 w2 2w 2s m
o ewmas 3 B w3 | s L [
C 185 251 251 L77 168 184 212
With HarmonySet Mooy nm, @
R&S 54 635 60 4% suo o oam o ss L] 1o |
VholldWllmons) QRT3 g sw o dw w4 s S N | Sl )
c 487 49 an 33 L5 4 48 ~ "
[ WN Mevos Uesnoin AtdPetomace Tam b SpursdOudoon Knowedge TecndFashon | Ot Day rroguiar Hows | Overtime Hows | Sk | Vecation | Tomml
e——
Ras 5w 605 58 s o s 56 Monday dcinkied
T s s sm n we w s Tuesday  11/2/2013
Gemape E 528 575 560 45 a4 a4 815 Wednesday 11/3/2013
¢ am @ P ass @ @ s
[o—— Thursday  11/4/2013
ns am w P P ™ s Friday 11/5/2013
B . T - w am au F™ Satwday | 11/672018
R s @ P ™ w
c 295 346 380 2% 22 25 305 Sunday nors
R&s 243 383 29 288 22 251 283 Monday 11/8/2013
CoSMONE] Va1 = o o o m | w | Tuesday  11/0/2013
an w s an 2 w am S pe—
¢ s 251 2 1 ™ W am
ree—— Thursday  11/11/2013
ns se ™ @ P s w s Friday 11/12/2013
VosolLate pamonSel) Qw2 T8 o = - o = bl e Saturday  11/13/2013
e s o st w - w s
c pr ™ w s sn w e Sunday 11142013
Table from Financial Reports
J$°000 2018 2019 5000 2018 2019
Assets Assets
Current Assets Current Assets
Inventories 2199273 3225686 Inventories 2199273 3225686
Receivables and prepayments 2302693 2585519 Receivables and prepayments 2,302,693 2585519
Investment securities 269,530 130,385 Investment securities 269,530 130,385
Cash and short-term deposits 3,968,075 3,974 545 Cash and short-term deposits 3968075 3,974,545
8,739,571 9,916,135 8,739,571 9,916,135
Non-Current Assets Non-Current Assets
Property, plant and equipment 6,775,727 6,724,278 Property, plant and equipment 6775727 6,724,278
Investment in associates . 593,961 Ivestment in associates a sea.061
Loans receivable - 165,545 Loans recenvable Les.545
Investment securities 215,760 379.060 Investment securities 215,760 379,060
6,991,487 7,862,844 6,991,487 7,862,844
Total Assets 15,731,058 17,778,979 Total Assets 15,731,058 17,778,979
Liabilities S
c.’m' m Current Liabilities
Trade and other payables 3873904 3336064 Trace and other payables soronos | ssseces
Short-term borrowings 376,686 485724 Shortterm R 76686 P
Taxation payable 362,940 444969 - -
4613530  4.266.757 -. Taxation payable 362,940 444,969
Non-Current Liabilities 4,613,530 4,266,757
Deferred tax liabilities 257,430 21351 tonGurrent Liabiines
Borrowings 2169937 2213.130 Deferred tax liabilities 257,430 213,511
w',”' z“,“‘ e Borrowings 2,169,937 2,213,130
Total Liabilities 7,040,897 6,693,398 2427367 | 2420841
Equity Total Liabilities 7,040,897 6,693,398
Capital and reserves attributable to Equity
the company's equity holders Capital and reserves attributable to the company's equity holders
Share capital 1,192,647 1,192 647 Share capital 1,192,647 1,192,647
Capital reserve 119,946 130,832 Capital reserve 119,946 130,832
Translation reserve 30,086 29,048 Translation reserve 30,086 29,048
Retained eamings 7,347 482 9,733,054 Retained earnings 7.347,482 9,733,054
Total Equity 8,690,161 11,085,581 Total Equity 8.690,161 11,085,581
Total Liabilities and Equity 15,731,058 17,778,979 Total Liabilities and Equity 15,731,058 17,778,979

Figure A23 | The markdown output for various types of Tables.
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Table with Image

Table with Formula

- . _a
U KT A, s / \ i e
Wk, @ ERFE, W P EEs HLBELER I R=Ry +R, +R;
Wi ERR EF | CEFEED |
FHLBHL I RER TR TR
F XA L
it I E=nE,ry =nr
AU Ko, Bl oL I Eg =E,rg =r/n
WF. WFRE. W @ Fs / . .
W ERR B | CFREREE % g5 71t g 5
N =g =5
WHLER | R=p gy =13
— KPR EA W, y
R-WREEPRY | PAES) %] W=un
FES), REETHHL CHer))
Rl AR CFf) N o=re
bE S P=UILPy=PR
— B K FRE AW, ii
A-WREEFEY | WABS "
R, REEFHL| D o -
ITADEEE: 2= M€ D)
PR R=Ri+R:+Rs
" A i=4+4+4
/ \ At R B E =nE,ry =nr
TMRATHME, FOMLE, ALBF, TNNBHERET LA AL (LA
B Ey=E,rg=r/n
1 S U=E-Ir
BRATSS, ROWF, ATHE, TMSHEERT LA BAN WFSH (FRAR) / / S e
I=Emr=%
] wEER | R=pkmamE, = &
(sem) AEBD (@)
a1 W =UIt
u i Q=IRt
(sem) aEBY (@)
HhE P=UIPz=I'R
Photo Table
WEMHEE EETEARE SEE/Ccm
@t 49
#T 49
BNm 49
BNE 9.7
BmE 14.6

Figure A24 | The markdown output for various types of Tables.
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D.6. Formula Recognition

Complex Printed Expressions

6" (@2)(v(Af — 1+ 02f(22)*) + f'(x2)* = 1) _ 66°f(22)(A} — 1 + 0%f(22)* + v(f'(x2)* — 1))

F'(2) f(z2)
AH2N0? (1 — v) f'(@2) ["(x2)  H2A30'(1 — v) f (22) f'(w2) (A} + 02 (22)* + f'(22)?)
N2+ 02f (22)? (Af +62f(x2)?)?

F o+ 120 (22) (020 f(22) + f(x2)) = 0.

\ g

6" (22)(v(N] — 1+ 6% f(22)*) + f'(22)* —1)  66°f(22)(A\] — 1+ 6°f(2)” + v(f'(22)* — 1))

f'(z2) f'(z2)
AH? X0 (1 — v) f'(22) f"(w2)  HPA10'(1 — v) f(w2) f'(22) (A} + 607 f (z2)° + f'(2)?)
A+ 0% f (20)? (AT + 02 f(22)?)?

o+ 126 (20) (0%v f(20) + f"(z2)) = 0.

o Prqul= ), IXle[Dv]z, 1)
o, |x]€&Ln2)
$

. )1, [z[€[0,1) U [2,+o0)
. flg(z)] = 0, |z| € 1,2)

)
Screen—Captured Expressions Vertical Formula

f(x)=2x2+2x+3, 853

f@)=2-3242.84+3=27, 123 ; ;iz 08
S R
F(0)=0+0+3 =3, etc. ; 7
s 6 h

" 853
f(z) =22 + 22 + 3, 10 10 x 95

2 9 9 4265
f(3)=2-3+2-3+3=27, - ” 677
f(a) = 2a* + 2a + 3, 81035
f(0)=0+0+3 =3, etc.

Figure A25 | The markdown output for various types of Formulas.
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Complex Printed Expressions
az)’ az )’
A —4!} \/174» (;) + [B;J dxdy

= 4ﬂ s . 4aﬂ : pdpd@

b a® - -y 7 /a’ - p’

- 4ajjd0 f o' J:f,,_—pf dp

= 4a’f(1 - sin 6)d0 = 2a*(w - 2).
o

¥
ama ff e (5) = (55) e

dzdy BER 4,

pdpdb

] e [ Ve

3 a cos P
= 4a/ do/ ——dp
0 0 Va? — p?

a2 [ &  og2(r
= 4a (1 — sin@)dé = 2a° (7w — 2).
0

Screen—Captured Expressions

p(Mn0y/Mn*) = g° (Ma0,/Mn?) + L9560 1g Eﬁ%ﬁ;
0.059  [4{L%)

¢ (MnOy/Mn?*) = ¢° (MnOz/Mn™) + = = lg e

Handwritten Expressions

ei‘fb'-:o b>o 3
| k<o W RBIE
¥
1 - b > 0 JEJa] Wy A5,
ex —f—b-O.{ b < 0y a) W

11%, FUT TS osaly

$

1 2 1 2
Sy = Egﬂﬁf*tl + vot2 + Ea?é’fctz

Figure A26 | The markdown output for various types of Formulas.
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D.7. Chart Recognition

100% Stacked Area Bar Chart

INKIRE- B = 4442017-2024 b= 100%
- o W Cloude 3.7 Sonnet (MMLU)
2 e 9% WA Cloude 3.7 Sonnet (GPQA)
adok £ 8o%: W DeepSeek R1 (MMLU)
R : e
$
& 8 1% 3 60%:
i ax 7% o o ax i
18% o
ao% 2% 1 o
16% 18% 18% 14% 16% £ 40%:
0%y ]
x H
o% &
2017 018 2019 2020 021 02 203 2024 g 20%:
=@2HN) oot CWEN wREd R ANS - B 2
5
wo0%-
Sycophancy Consistency  Visual Metadata  Grader Unethical  Average
Pattern Hacking  Information
Hints that the model might use without verbalizing them
2017 | 2018 | 2019 | 2020 | 2021 | 2022 | 2023 | 2024 ‘
B/ | 37% | 34% | 27% 9% | 20% | 20% 2% 2%
#H(%) | 8% | 20% | 18% 16% 18% 18% 14% 16% %)
Sycophacy % 5% ) 1%
M%) | 22% | 27% | 36% | 43% | 37% | 33% | 40% | 42%
Consistency % % % U
0E%) | 2% | 19% 19% 2% | 26% | 29% | 25% 22% Vouul Pt o ™ " ™
Meadata 18% % % so%
Grade Hacking 0% % 5i% %
Unethicllomation o £ 5% 1%

Average % 18% % %
Bar-Line Hybrid Chart
Existing home take rate e mom change

2.0% = exisitng home take rate
1.64% 1.59% Bar Chart
1.41% 1-5% 138% 1.41% 1.44%
15% 1.29% 1.26% 1.29% 130% | o000

1.0%
Tt i #ROE
05% 0o
- 0.0% 00% 0.02% 0.0% oy
0.0% | .- - g - — = — 500%
$0s 0.1% -01% 0% 00%% 0% 001% 40.00%

0.2%

1Q22 2Q22 3Q22 4Q22 1Q23 2Q23 3Q23 4Q23 1Q24 2Q24 3Q24 4Q24 1Q25 31.00%
Source: Company, Dolphin Research

30.00%
‘ 25.00%
20.00%
Quarter mom change existing home take rate T
10.00%

1Q22 -0.04% 1.64% 5 I
0.00%

-0.5%

00%
2Q22 -0.2% 1.41% ! 020 w5 w0 Wik 0uE
3Q22 0.2% 1.59% aisansRan LEsE e A n s AR S - TR
4Q22 -0.1% 1.5% ‘
1Q23 -0.1% 1.38%
2Q23 0.0% 1.41% 20206 20214  2022F  2023%F @ 20245
3aQz3 0.0% 1.44% BMFA  3300% 3150% 3350% 37.50%  39.50%
Q23 0% 1.29% RMA  26.00% 26.50% 26.00% 26.00% 25.50%
1Q24 -0.03% 1.26%

WFEHE 3550% 43.00% 44.50% 42.50%  39.00%
2Q24 0.02% 1.29%

FMEE  2800% 31.00% 3350% 35.00%  30.00%
3Q24 0.0% 1.3%
4Q24 01% 1.29% HHFTE  1950% 17.50% 18.50% 23.50% 24.50%
1Q25 -0.01% 1.18% SRR 2000% 18.50%  21.00%  20.00%  13.00%

Figure A27 | The markdown output for various types of Charts.
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F/RIRR, EfTIRSS 95T WEEE(ROE)
N ERE - A ST () - BAFIEF(ROE)
% B g

0.955
0.948
0.926

0.98¢ 1% & a S a 5 a a
2015 2016 2017 2018 2019 2020 2021 2022 2023 2024

$

Models Cell_Lines oc MCA  PBMC368k  Myeloid HumanPMBC Immune Pancrm  Average
scarT 072  oea os  oer  osoo oo1e oe1  osr7  oer
GeneCompass  0ses 0721 0776 o792 0860 0s21 osms  oes  o7ar F  BREH - PHATRERROE) ETRS(HRR) - PHTREEROE)
Geneformer 0734 004 0535 oser 0429 o008 0ara o oses
scmap o6  os 020  omr o3 o7ee o3 oem  oseo 2015 19% 13.25%
sceMo 0s 0w oe13  omr  oers osss oses 0wz  oses
uce o2  osz 005 oo oses 090 oot osus  oses 2016 20.86% 14.79%
scBERT oow  oess os:2  ost  oest oos7 oot ooes  oser
sFoundation 086 0955 0918 0901 Os8r 090 0sa  oss7 o0 2017 18.85% 7.25%
s ose7  ose os27 oo oses ose 0015 oses o090
Com@oow) 0960 0762 Ose6 o84  0sds o728 osms  ome  o7er 2018 18.63% 8.96%
CellF M(BOM) 0.999 0956 0939 0.940 0722 0.966 0925 0.986 0.929
2019 22.03% -0.79%
2020 21.24% 11.70%
2021 21.59% 12.31%
o 2022 18.02% 12.43%
8% |
o | 2023 19.43% 1.11%
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Figure A28 | The markdown output for various types of Charts.
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Figure A29 | The markdown output for various types of Charts.
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E. Compare with Others

PaddleOCR-VL showcases superior performance in scenarios involving PDF pages with complex
layout, consistently outperforming existing state-of-the-art (SOTA) models. This is evident from
Figures A30 and A31, which highlight its exceptional capability in handling pages with intricate
layouts and unique elements, surpassing other solutions.

Moreover, the model demonstrates exceptionally high recognition accuracy in several do-
mains, including Multilingual Text Recognition, Handwriting Text Recognition, and Vertical
Text Recognition. Figures A32- A37 illustrate how PaddleOCR-VL outperforms competitors
such as MinerU2.5 [2] and MonkeyOCR [1], which tend to misidentify languages like Russian
and Hindi as English, overlook some handwritten characters, and struggle with vertical text
recognition.

In dealing with complex tables, PaddleOCR-VL'’s parsing accuracy stands out, as evidenced
by Figures A38 and A39. This is a domain where other models frequently encounter difficulties.

Additionally, Figure A40 demonstrates PaddleOCR-VL's proficiency in accurately parsing
complex formulas. In contrast, other SOTA models often produce incorrect or flawed outputs
when faced with challenging mathematical notations.

Finally, as depicted in Figures A41 and A42, PaddleOCR-VL also excels in Chart Recognition.
It outperforms multi-modal large language models like Qwen2.5VL-72B [24] and GPT-40 by
accurately reconstructing the structure and content of charts.
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E.1. Layout Detection
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Figure A30 | Compare with others in Layout Detection.
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Figure A31 | Compare with others in Layout Detection.
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E.2. Text Recognition

E.2.1. Multilingual Text Recognition
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Figure A32 | Compare with others in Multilingual Text Recognition.
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2. dne B AR T R Wit A sy 2 R & W ¥ JAURTN BT HEI" Journal of Advances and
Scholarly Researches in Alied Education (JASRAE), % 18, % 4, 2021, T8 1014-10201

3. N PEEE ¥
and Scholarly Researches in Allied Education (JASRAE), T8 17, 3% 1, 2020, 78 401 405 |

o w3 R R aea) R iR 3 sy 2R f1® Joumal of Advances and Scholarly Researches in
‘Alied Education UASRAE), 3 18, % 1, 2021, 78 219-2251

s @A Journal
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6, EN 2021, T8 2531

7. Ry, = AR g TR, WS 12, 3% 2, 2019, W as-521
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9. PR, S wwI W22, 9% 3, 2018, JH 8996
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1. fifg, 3L w1 -opRwia ¥ HE7, 34 2, 2019, U 58651

12 o, 1 Faia 1 <afva fwred ol R4 il v R, 90 14, 90 3, 2020, T 77841

13. o, 31 P ~arreta @ weial A gk ¥ S S @, W8 9, 3 1, 2021, JH 25-321

10, TR, N T 2R W, T AR Wi Wi R, WS 11, 34 2, 2018, 78 991061

15, Rig, 31 R R e A 2w Fa0 1 SUIAER, W3 16, 349 3, 2019, JH 66731

16 AR, S TwW e g TR, WS 10, 3 2, 2020, W 414!

1. PR, 31 welta) -zfva s v gl - wifte daw, W8 13, 3 1, 2021, W sa11

1w, 3w 1,83 5, 3 4, 2019, T8 29361

19. W, B A vt e ar, S 17, 3 2, 200, Wea 71|

20. T, 3 g Sl - ) e | 9% 20, 34 1, 2021, T 88951

2. N, o af |, WS 19, 3% 3, 2020, T8 74821
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1. Minna, Mshu e . kLepnla Lalil "Amarokai te uynpnyas rahmamolk

2. Minanakli Eevd nivilatra rani "Hcdi Sahailey me Aahuynik dolit vimghk k sahelky kio Acbhargarana ka
Aghayn"” Journal of Advances and Scholarly Researches in Allied Education (JASRAE), 18, 4, 2021, p
1014-1020

3. fee, F@w var &, R R mean “fed wnfRent R srafera fisran snawfa” Journal of Advances and
Scholarly Researches in Allied Education (JASRAE), 17, 2020, p 401-405

4. e, g @ 8. g g aran R anfeea der sryfes R Journal of Advances and Scholarly
Researches in Allied Education (JASRAE), 18, 2021, p. 219-225

5. 3REAR! "FHYTRI & BT AfEera 3 R B Rasemieen 30 H anerferes Rrafd  fafir RESEARCH REVIEW
International journal of Multidisciplinary, 3, 2018

6. Lama, Sare] | "Aomprakavah vallmikke k sahilmy me dolit chehna!” naegb gail viy dhay 253

7.5i,2019, p 45-52

8. 8.

9. kumar, 2. Aajay! “dolilat sahily k a mamajahraeoy Aghypan!" smanaj vishan 800 ppiikrka, 22, 3, 2018|
89-96

0.112-118

1. 5iH, dA. mniia | "Amarokkot k sahiluy me saamaiiknay k i Aovharga” hdi t sahiey parrkma, 7, 2019,
58-65

2.12.

3.)ai, d. kivitlal! *Amrakat ki kahinay me hahiray ke log!" sahiley lok, 9, 2021, p 25-32

4. kumar, 2. rai.

5. 15.

6. kumar, 2. rakeh "Amrakatke sahily me gann Jovn and dolit pah" hdi sahil y 10, 2020, 41-48

7. kumar, 2.5.55

8. (\text(#) \mathrm {H} _{1}), .

9. 5am, 2. nivin! "dolit sahiluy kai vikas Aor uskki bimikai!" sahily yarra, 17, 2020, 63-71

0. 1857, 20.

1.54

Text Error
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1. 91, Y T BT, B WA | "SR & I9TH Ffeed § amwifores qanell International Research Journal of
Management Sociology & Humanities (IRIMSH), &g 9, 31 4, 2018, 7% 307-3091

2. ¥itmaft v g Afaan i Rl anfee ¥ smyfies feta famet & wfea #1 saurvn @ snzwAl” journal of
Advances and Scholarly in Allied , &S 18, 30 4, 2021, % 1014-10201

3, ¥, J¥ vd o1, fave g arean R anfea ¥ drveie @ afeta famel & e ¥ faedtvoraras s Journal
of Advances and Scholarly Researches in Allied Education JASRAE), &8 17, 3i@ 1, 2020, §% 401 4051

4. ¥, G T se fNe g arean R anfkea ¥ smyfias afeta famefi Journal of Advances and Scholarly
Researches in Allied Education (JASRAE), &8 18, 3(® 1, 2021, 7% 219-2251

5. S| "HEE & B Hfee ¥ HRa B &fera wfgensi B amnfore fafd @ fawon © RESEARCH REVIEW
International Journal of Multidisciplinary, &3 3, 3(@ 12, 20181

6. T, T " siwaTer AT & wfee ¥ afeta A Al @ fieafarer o, 2021, 7% 2531

7. e, o1, TARTavn R e wfdea ¥ 2o fmel 1 anfecs AR, &8 12, 3@ 2, 2019, 7% 45-521
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1. ¥, &1, wetm st & wnfe ¥ wmfors =g B sauren - B afte fiawm, @8 7, 3@ 2, 2019, 9% 58-
651

12. s, <. v ~afdta faeef sk fR aserti* e weefta, 4 14, 31 3, 2020, 9% 77-841

13, wiet, 3T, Bfdam “spasia H gt § gifer & avn - @it de, @ 9, 35w 1, 2021, 79 25-321

14, TR, 1. Tker 2fa afee: T ik sl afe fawmel, @ 11, 31 2, 2018, 7% 99-1061

15. fife, o1, a1 "R werht ¥ affta Qa1 e AR, W 16, 3% 3, 2019, 7S 66-731

16. PR, 1. 211 “3Rapia ¥ wifgea ¥ undtor ofta s 2fea o 7 wféw gfR, wE 10, 3@ 2, 2020, g 41-
481
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74-821
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1. "Manna, Muthu Ewam D. Kalyana.” *Amrakant ké Upnayas sahitlya me samajik yathari." international
Research Journal of Sociology & (IRIMSH), Khond 9, Ank 4, 2018, p 8 307-
309

2."Manna Ewam D. Nivita Rani.” “Hindi sahitlya me aduhni diltit vimarsh ke sahitlya ki avdharana ki
achyayan.” journal of Advances and Scholarly Researches in Allied Education (JASRAE), Khond 18, Ank
4,2021,p.8 1014-1020
3."Latta, Surman Ewam D. Vinod Kumar Yadav." "Hindi sahitlya mé premchand ka diltt vimarsh ke
sandbhr me visrlembatamuk achyayan.” Journal of Advances and Scholarly Researches in Allied
Education (JASRAE), Khond 17, Ank 1, 2020, p.8 401-405
4. "Latta, Surman Ewam D. Vinod Kumar Yadav." “Hindi sahitlya mé aduhnit diltit vimarsh.” journal of
‘Advances and Scholarly Researches in Allied Education (JASRAE), Khond 18, Ank 1, 2021, p.8 219-225
5. "Anzilar" "Premchand ke katha sahitiya me Bharat ki diltit mahiladn ki samajik singhiti ki chitna.”
RESEARCH REVIEW International Journal of Multidisciplinary, Khond 3, Ank 12, 2018
6. "Lama, Saroj.” “Omrakant valamixi ké sahitlya mé diltit cheetana.” Narong bingaal vishvavizhalay
shod parj, 2021, p.8 253
7."Sinh, Don. - katy: i diltit vimarsh.* Sahitlya Sagar, Khond 12, Ank 2,
2019, p.845-52
8. "Sharma, Don. SOpama.” "Amrakant ki kahaniyon me diltit savédna.” Hindi Anusandhan, Khond 15,
Ank 1, 2020, p.8 33-40
9. *Kumar, DOn. Ajay.” *Diltit sahitlya ka samajamasastiy achyayan.” Samaj vijan shod patrika, Khond
22, Ank 3, 2018, p.8 89-96
10. *Varma, Don. Rekha.” "Hindi upnayaso mé diltit vimarsh.” Sahitlya Samiksha, Khond 18, Ank 4, 2021,
PRI Hindi not Sumaorted
11.°Sinh, DON. Manna.” “Amrakant ke sahitlya mé samajik ndya ki avaharana.” Hindi sahitlya Parikrama,
Khond 7, Ank 2, 2019, p.8 58-65
12. "Mitra, Don. Vinod." "Diltt vimarsh aur Hindi kahani.” Katha Bharati, Khond 14, Ank 3, 2020, p.8 77-84
13, “Joshi, Don. Kavita." "Amrakant ki kahdniyon mé haside ke loja.” Sahitiya lojek, Khond 9, Ank 1, 2021,
p82532
14, "Kumar, Don. Roje3.” "Diltit sahitlya: sarGrip aur sandbhr.” Sahitlya vimarsh, Khond 11, Ank 2, 2018,
p.899-106
15. *Sinh, DOn. Priiti.” "Hindi kahaniya me diltit cheetana.” Katha Sagar, Khond 16, Ank 3, 2019, p.8 66-73
16. “Kumar, Don. Rojes.” "Amrakant ké sahitlya mé gradmini jidvan aur diltit patra.” Hindi sahitlya chan,
Khond 10, Ank 2, 2020, p.8 41-48
17. "Kumar, Don. Sangej.” “Diltit vimarsh: ek purnarvichar.” Sahitlya Savad, Khond 13, Ank 1, 2021, p.8
5461

18. "Prabha, Don. Shashi." "Amrakant ki kahaniyon me samajik yatharsh aur dilti jidvan.” Katha jagat,
Khond 8, Ank 4, 2019, p.8 29-36

19, "Sharma, Don. Naveen. “Diltit sahitlya ki vikas aur Usawaki bohmica.” Sahitlya patra, Khond 17, Ank
2,2020,p863-71

20."Gupta, Don. Suraj.” "Amrakant ki kahaniyon me diltt jlavan aur sandbhr.” Hindi sahitiya Samiksha,
Khond 20, Ank 1, 2021, p.8 8895

21."Savseena, Don. Anitta.* *Hindi katha sahitlya me diltit vimarsh KI pravritsiyon.” Bharatiya sahitlya
shod patrika, Khond 19, Ank 3, 2020, p.8 7482

Figure A33 | Compare with others in Multilingual Text Recognition.
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2 NPOMCXOKAGHHE M CMBICT TEPMUHA CMCKYCCTBEOHHLIA MHTENNEKTS

Npouutnposannoe (8 Tabnuue 2)
[x Maxxaptv 8 1956 roay wa

rae
3BM

. AanHoe He CBA3AHO c
mummwmywm Cornacko [lx.MaKxapTH, HCCreaoBaTeNM BONbHLI HCNONb-
308aTb METOAWI, KOTOPbIE He HABNIOAAIOTCA Y MIOAEH, €CNM 3TO HEOBXOAUMO ANA PeLUEHNs KOH-
mmxnpoﬂm[S]mml [x Maxxaptv : «lMpobnema co-

Bbi-

CTOMT B TOM, 4TO NIOKA Mbi HE MOXEM B LeNoM xaxue

Mbil XOTHM Mo

He Moaromy noa B Npeaenax JTOA Haykh NOHMMaeTCs

TonsKo uened 8 Mupe».
Tmoﬁpnou i ~ 310 06 TexHue-

crnx hynKumm 8 onpe-

MWWM Wwwwnmww

Hnracotummo B PaMKax KOTOPOrO CTaBATCA W PEWAIOTCA 3aaa4y annapaTHoro
KOTOpbie Tpaguum-

wm nxnuao-
OHHO CHMTAIOTCH UHTENNEKTYANbHbIM)
mummw.mwwmm
npeporaTHeoi yenosexa.
e u 3apaved koToporo
RBNRAETCA € NOMOWbIO CHCTEM W MHBIX HCKYCCTBEHHBIX YCTPORCTB
mmmuml
Nepsbimu ABNAOTCH
nIsecTHbie 3apyGexvbie yueHbie: ATuopm( K.lLennon, H.Bunep, [1x Maxxapth, [1.XuHTOH,
x.don Heitman, OPosenﬁwn C.Nainept 1 ap. Mpu 3Tom [k MaxxapTh o nNpasy cuuTaeTca
He y
nopoomrpoaxranoaucm MHTENNeKTa.

[rey——"—

B CCCP paboTsi N0 HCKYCCTBEHHOMY MHTENNeKTY Havanucs ¢ 1974 lca- W BO3MABKN UX
axanemuk Mocnenoe®, No MHMLMATHBE KOTOPOrO - coctase Hayunoro cosera MNpeananyma AH
ccep npobneme KA A

* fanwn MA. Boin

paccxas. 2016. URL: m
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2 PpOncxoxKeHne n CmblcTepMnHa «NCKyCCTBeHHDbI
HHTeJleKT

(B Tabnue 2) 0 ) , daHoe Dx.MaKaptn B 1956 roy
Ha cemnape B DaPTMyTcKOM yHBepcnteTe, rde obcykdaannch BbIuNCNTeHble
NOXhbx 3aDaC npi 38M, hnp. COBepHECTBOBaHN Ax

nporpaMMHO oecneueHn. DaHoe onpeidenenHe CBZAHO HANpmyO C NOHMaHNEM nHTejleKTA
yyeNoBeka CornacHo Dx.MaKaptn, NCCNEoBaTeN BOJbHbI NCNoNb-30BaTb MeToDbl, KOToPbIE He
HABIOAOTCY y 110e, ecnn 3TO HeobXolMo dja peWekn KOnKpeTHBIX npoéneM (5. PocnCBoE

, Dx.MaKaptn T coCTONT B TOM, YTO NOKa Mbl He MOxem B
celOM , Kakne BbiluCl XOTnM
Mbl NoHMaem HeKOtOpble MexAHN3MbI INHTejleKTA n HE NOHMAeM OCYaleble Po3TOMy ND
INHTefleKTom B npedejax 3Tol HayKn NOHMAETCr TOJbKO BbyHCNTeHbHa CoCTaBIAIOUaer
(CNOCoSHOCTN DOCTIRATS CEjleB Minpes

Takm obpa3om, -3to (cM6n03) texnueCKnx |
nporpaMMhbx CpeCTB, cnocobHOe BbIONHrTb HeKOTOpbie TBOPheCKne cyHKuIN B onpeDeleHHo
IpeDMethol 0BnaCTN, KOtOpbie TpaDNUHOHO CHNTaOTcl npeporatNBol YenOBeka.

CyuectbylOT Takke Takne OnpedeHnN N(xyccmemﬁau SNSI dn fot supported

Hayhoe HanpaeneHue, B pAMkax KOTOPORO CTaBRTcN peWahOTcN 3aDaun annapathoro INI
NPOrpaMMHO RO MODEINPOBAHNA Tex BNIOB YeNOBeeCKo JTeJIbHOCTN, KOtOpbl TpaUNOHHO
CHHTaOTCN HHTejleKTyalbHbIMN.

C6oUcmeo cucmem BLINONHITD TBOpueckne yHKuN, KOtOpb! TpaNIOHO CHHTaOTc
npeporatBOyenoBeKa.

HaPaeHue e uHopMaUmke u uHopMaUOHBIX mExHOaux, 3ajaey KOTOPOR OBAJETCB OCCO3dAHNC C
NOMOUIO BbIHCINTEbHbIX CNCTEM INHBIX NCKYCCTBeHHBIX yCTpOINCTB padymhbx paccyKehn |
DeiCTBN.

o INCC mN NCKycCTBeHHORO INHTe)ineKTA ABJHOTCN3BeCThble
3apy6exkhble yueHble: ATbOpnH, K KeHHOH, H.BnHep, Jx MakKapTn, DXAHTOH, Jx.FoH HeHMaH,
F.Po3eHENATT, C.NainepT n dp. Pn 3Tom Jx MaKKapTn no npaby cHTaETcHe TONbKO aBTOPOM
TepMHa, HO IN OC HNKOM HayHOrO 1 pyKO nepBoro npoekta B
0bnaCTn NCKycCTBEHHORO INHTeJIneKTa.

B CCCP pab0tbl no nckycctBeMHOMy nHTejleKty hauanbc ¢ 1974 roda n Bo3rnaBn nx akademik |.
NocneNoB, no Hnunatube KOTOPo B coCTabe HayHoro cobeta Ppezndyma AH CCCP no komnkekchon
npébme «Kn6epHeTkas 6bla opraHn30baHa ceKZig «NckycCTBeHHbI
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2 Mpowucexc Y CMbICA Tep «NCKYCC 7] il
(8 Tabnye Aanmoe Ax MakxapTh 8
1956 rogy wa cemunape 8 rae po6A
PELISHMA CAOXMIX AR C 38M, o
Aareioe HANPAMYIO ¢ UHTENNEXTa y “enoBexa.

COMRACHO fix MIKKAPTH, MCCAEAOBATENN BONbH! HCNON-3083Th METOAL, KOTOPME HE HABMIOAIIOTCH y
MIOAGH, €M 3TO HEOEXOAMMO AR PELIEHMR KOH-KPETHAIX NPOBnext (5], NORCHAR CBOE onpeaenenve,
[ MaKxapTh yxasuiBaer. «[Tponesa CO-CTOMT B TOW, 4O NOKA Ml HE MOXEM B UENOM ONIPEAEAHTS,
KaKHE BUACHTENLHIIE NPOLEAYPLI Mbi XOTHM HAILIBATH MHTEANEKTYaNLHbIMK. Mbl NONMMaeM

whe Nosrouy noa
npeaenax 3T Hayxi Tonero AocTwath
ueneit 8 wpes.

Taxim 0GPAIOM, HCKYCCTBEHMb MHTENNEXT — ITO OB LeAMHENME (CUMEHO3) TexHuse-

cxm cpeacs, BOp: Gynxumm 8 onpe-

ANEHHOR NPEAMETHOR OBAICTH, KOTOPRIE TPARMLMONHO CHUTIIOTCA NPEPOTATMBOR HeNoBExa.

3agaun wn

CTH, KOTOpbie

CUMTIIOTCH MHTEANEKTYANLHBIMM,

CBOMCTBO CHCTEM BLINGNINAT TBOPHECKME GYHKLMM, KOTOPAIE TPARULMONHO CHUTAIOTCH NPEPOraTHBO)

uenosexa.
. " . 398aueR
€ oo CHCTEM 1 UMbix YCTPOACTS pasymibix
paccywaenmit i AeACTBNA

wasecTHbe
3apy6exsiie yuenbie: u.-oom K Uewmon, H.Bunep, fox MaKkapru, ALXHHTON, fix o Heduan,
®Posen6narT, C.Nainept i AP. Mpu 3Tom Ax MaxkapT no TR N T
Tepuma, WO U y nepeoro npoexTa &
O6NACTH HOKYCCTBENNOTO UNTEANEKTA.

B CCCP PabOTL N0 MCKYCCTBEMMOMY WNTEANEKTY HAUAMMCE € 1974 TOA2 W BOIAABIN WX KAZENMK
F.Nocnence © , No UimLMaTMBE KOTOPOO B COCTaBE Hayuworo coseTa MNpeananyma AH CCCP no
npo6neme 6 cexun
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2 [POUCXOXAEHMUE U CMBIC/ TEPMUHA «UCKYCCTBEHHBIIA
VHTENNeKT

Npoxatusannoe (8 Tabanue 2) Adanmoe Axe Mak¥pru e

1956 ropy Ha ® rae BLINMC 06

PELIEHUA CNOXMBIX 3A/IM C 3BM, VX NPOTPAMMMHOTO
. Aannoe He CBR3INO € NOHMMaHMEeM y Yenoeexa.

Cornacio Axe. Mak-£pTi, MCCNEAOBATENN BONLHBI MCNONLIOBAT) KOTOPLIE He HABMOANOTCR YA
=, ecmmo ANA pewsenns o npobnem (S). NoRcAR eé onpegenenve,

Axe. COCTOMT B TOM, 4TO NOK Ml HE MOXEM 8 LIENOM ONPEALUTS,
KaKME BLMMCAMTENLHBIE NPOLEAYPI Mi XOTHM HA3LIBaTh W /MbanbHbMI Mbl NOHAMAEM
HexoTopnemeCHANISMS mEu W HE NOMMMAEM OCTansHie. MNoITOMY NOA -'»Emu 8 npeaenax
IT0R Hayxn TONBKO B AOCTMHATL Lenu 8
Mupes.

Taxum 06paIOM, MCKYCCTBEHMLIA ~ 370 06 "
NPOrPAMMMBIX CPEACTS, CNOCOGHOE BLINOAHATE HEKOTOPHE TBOPHECKHE GYHKUWA B ONPEACNEHHOR
NpeAMETHOM 06NACTH, KOTOPBIE wenosexa.

Q Taxxe Takve o

Hayunoe Hanpaenenie, B PaMKax KOTOPOTO CTABATCA ¥ PELAIOTCA 334341 ANNAPATHONO WA
NPOrPAMMHOrO Tex Buace TH, KOTOpbIE
CHMTAIOTCR MHTEANEKTYANL HIIMK.

xOR

CBORCTBO CACTEM BLINONKATL TBOPHECKME GYHKLMI, KOTOPLIE TPAZUUMONHO CHUTAIOTCH NPEPOraTHBOR
uenosexa.

Text Error
3ap0

8 "
< Bl
Paccyxaennit n feiAcTBniA.

el KOTOPOro ABNRETCR
CCTEM U MHBIX MCKYCCTBENHBIX CPEACTB PayMMIX

1ePBLIMM OTKPLITUENRMM 1 UCCNCAOBATENAMM CKYCCTBENHOTO MHTENNEKTA SBARIOTCR MIBECTHIN
enmiie yyene: A Toiopunr, K.Lewow, H.Buwep, 4 ) MafEbrti, A Xmron, 4).fon HedBEJD PosensATT,
(.HAE ¥ 4p. Npu 31oMm A1) Max-Farti N0 NPaBy CHUTALTCR HE TONLKO ABTOPOM TEPMUHA, HO M

HaY“HOro " NepBoro npoexra 8 o6nactv
wexyceraennoro wl7]

B CCCP paboTit NO MCKYCCTBEMMOMY umelme«vym( 1974 roAa 1 BOIMNABUA MX AKIAEMUK
.Nocnenoe®, No wHnumaTmee kOTOporo B cocrase Hayunoro conseils Npeauguyma AH CCCP

6uina op [ bl

Figure A34 | Compare with others in Multilingual Text Recognition.
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E.2.2. Handwriting Text Recognition
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IMORGRETEEROONE T T REE, BXAT
SWITHZ RESBIRF S5 R EVRILMKOR. FARSIRA]—
HE—E,—HRZHEN BHRRL. ESTRIER H
“£FZENERMBED, MESBZISUSWITHIE
BRI, SR B REE R S NIRRT FE.
BRESWTHNSHELEBETRSZ. 8NMARETH
BXHBRABRSARE COBEFFRIEN BRI
EARBER FHABNARRHERDE T HREW, M
BRRE-EBAMHMBE—HHE" BHRNRERE S
T WO —X, BRNEREF. KRR BRRICE
TR MR (BRI N B F T BN, IFIZAA
REEZNRE. REEORBN)—HEER 58
B MESRENENGHMESE—E. RERNNE
fiREESAXHCAER BBIER

Missing Text
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HBURHILMEORISWITH

SWITH{R$F~

TMCRERETEEHOONE T 7 REE, EXET
SWITHZ RESBIRF SR BRI MR, MAYESIR(—E
R, —HXIFE, BHRRL. E8RES,
MLERRNERMEREP, BEBEZISASWITHR
RENRL., BANEBREEREBLIRNAR =
&, RESWTHNSHELIREETRZ., 8SNANET
NHXBRAE, RBARBCHBERFRER, BH
IREFFEER! HEBWARRIERHRT PR
. MERRE—ERAMRNEE—IE! BBRIRNE
REHT, MRO—RBRLRET. BREANBR
RILTEGRAAANRE, EEBRINBERFIEN,
HFIZONEERZNAA, REEOLBGRI—HEE
B, 88, MARBRENENGHINESE—E. R
BERNVEAARE, ESHNXAHBER, EBIER

MonkeyOCR

TMECREREFERBOONE T 7 XHE. BXET
SWITHZ BESBIRFI R ERILMXGR, FAVBRIR—
HE—R,—HRZFEN BIRRL. ESTRESH
L£BFZRNEFRM B2, PEBBIERSMUSWITHIE
ENRL, SANEREELEBLIINETEZ.,
RESWTHNSHELIRBEETRZ. 8NARSTH
BXMRAUE, RBARBCOHEFFRER EBRIR
EAREERHBBNARIR HEHHRT HRE
. MERRE—EBRELHRNSL—HEEHRNIRE
REWTWRO—RIBIMLECF. BRRNBRE
AT AR ORE, ERR AR RFIFEN,5F
EZOHEZERNRA, REENEBRM—EBER,
EFHER MEASBRBNEUGHIERE—E. RER
NHEMARE,ESAXHCOAER BBIFF

Missing Text

Figure A35 | Compare with others in Handwriting Text Recognition.
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RNMBIRN—HILRBREW, KX

Za, BARIABARFENAHRBHR
BREIPLEH. ANBRENBEFE
HRANMREMS ), BEGHE M,
RAEER, FRERRILIFE 238

BEFERESHSAH|

—_— Text Error

BEBESNERANBRELE XA
PIFROYH, REROPRFER,

PaddleOCR-VL

frf], FBIR{)—HILREZE
8. AIKAZE, BT RIWAA
REBOAHIBEEREN2
85, BRBRENEFE, B
RANMEMSE S, HEIGEK
&, MRATAER. HIRRERR
iLRERZRE SR, SFRE
%, FbA, MENSX, HBE
BHFER, ENBERET—KEE
RRROFHH. REENPIRA
¥k, BB

MonkeyOCR

R4, MBIR]—HiLREED

B, AIRAKZEE T RN

REFBOAFHIBEEREIA
85, RRSRENEFER

RBNIMEMSE . HEIGEK
B RATE R, RIRRERR

LRSS R E 2 RIFE FIRE

Z. P MENSK BEES
NFEBR BENBEREH—KEEMN

HNIRNHE. REENPRA

%, Text Error

Figure A36 | Compare with others in Handwriting Text Recognition.
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E.2.3. Vertical Text Recognition

|
h
i

=
|
=
%

- ERBEEHEER - QFIRPPEX - FNTH

R
b5
8
SE
K
%
X
2
]
ps
"
&

B - BHERAWE - WIDEBFL - FET

E3
B
|
Z
LY
[}
A
[aA
3
#E
R
V-1
E
1,
i
17
| 5B
A

VSEFRWHS - EREDN R - EIEMN

SRE - TRRIRS | - >NyIR - BEE
JUBEE - - AERREE - BBE B

SR - R CNTS - W e - R
FUME - B RN - BN - 1R
HERTE - mEER>-UY - CWSHNEE ¥

HRD - WY

E

»
&
ym

MinerU2.5

AeAR, AEEMARA, —IBHRARE, RTR
ZH, NRIMACE, LAFBHRT, BE-K
1, BHELRAR, KRRAREE, REFPRL
%Eﬂhnﬁlfgggﬁgﬁzfilﬁgﬂﬁ

Bt REIDE, RREAIMER, KREHREBT,

DREIEN, KPEHRE(], KEEERRSE, U
BN, LRPIGME, REWHBAR, &
ARZE, TPRBRUR, BHXTDLESE, BHH
B8, AENEEES RERKSRE HS5IR

W, BRRLORE, FRARRRR, WREMR

PaddleOCR-VL

wm, BRXLIIRE, FRARARR,
BE@EPIRES, AERNEEES, R
BXERE, HEIWARSZ, THEE
RoE, BERTLESR, EHLAMAT
W, UBFEMIE, BREWDBIAH,
WEDEREN, XKPEDER(T, B8
EEBRE, DEMREIE, WRER
1RER, KRERREST, BERRNHEM
¥, SHRERAA, BEESOEMN,
THELRABN, XKMANABE, RF
FRAEM, NRINWWMAED, MAEH
T, BE—RENRE, THEERPMFR
A, —UIBHEARE, BT

MonkeyOCR

BRBNEME, BULTEBRAA, 2R
EEMAER, BHELRAN, RERA
ABE, REFRARE, NRINGAL
3, AREBLMT, BE-SENR,
ARRIOARA, —)BHARE, BT

2 Incorrect reading order

i, BRRLPFE, FPRARRARR,

BREPRESs, AERNEEEE, =&
BABIRE, HEIMARE, THHRE
RoR, BARTLER, ERARAP
t, URFEE, BREWHIAH,

BE hraBlER, XPERRR(T, BR
EESRRY, DEMXEINHRES, B
RIZJLAER, KREERERATT,

Figure A37 | Compare with others in Vertical Text Recognition.
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E.3. Table Recognition

Image

A B C D E F G H I

| | mer | sed | s | sen | ees | see | ses | see | see
o | FEf | AR | GG | KB | B8R | GG | BEG | A8 | GEF
3| Ex | EX | Ex | Ex | EX | EX | EX | EX | EX
o Ex | Ex | Ex [ Ex | Ex | Ex | Ex | Ex | Ex
5| EX | Ex | Ex | ExX | EX | EX | EX | EX | EX
6| EX | EX | Ex | Ex | EX | EX | EX | EX | EX
7| Ex | Ex | Ex | Ex | EX | EX | EX | EX | EX
8| EX | EX | Ex | EX | EX | EX | EX | EX | EX
(o Ex | Ex | Ex | Ex | Ex | EX | EX | EX | EX
w| EX | EX | Ex | EX | EX | EX | EX | EX | EX
| EX | EX | Ex | Ex | EX | EX | EX | EX | EX
EX | EX | EX | Ex | Ex | EX | EX | EX | EX

nl Ex | Ex | Ex | Ex | B | Ex | Ex | Ex [ Ex
w| Ex | Ex | Ex | Ex | Ex | Ex | Ex | EX | EX
5| EX | EX | Ex | Ex | EX | EX | EX | EX | EX
6| EX | EX | Ex | Ex | EX | EX | EX | EX | EX
| EX | EX | Ex | ExX | EX | EX | EX | EX | EX
lis| Ex | Ex | Ex | Ex | Ex | Ex | Ex | EX | EX
w| EX | EX | Ex | Ex | EX | EX | EX | EX | EX
20| EX | ExX | EX | EX | Ex | EX | EX | EX | EX
o | EX | ExX | EX | EX | EX | EX | EX | EX | EX
lo| Ex | Ex | Ex | Ex | Ex | Ex | Ex | Ex | Ex
23| EX | EX | EX | Ex | EX | EX | EX | EX | EX
2| EX | EX | EX | Ex | ExX | EX | EX | EX | EX
05| EX | ExX | EX | EX | Ex | EX | EX | EX | EX
log| EX | Ex | Ex | Ex | EX | EX | EX | EX | EX
| Ex | Ex | Ex | Ex | Ex | Ex | EX | EX | EX

Parsing Failed

PaddleOCR-VL

B c D E F G H 1
1 BT HEG GBS GBS HERG GEG SET SRG R8T
2 HEBG SEGT HERG HEG  SEG  HBT SEG GEG SERG
3 EX EX Ex EX EX EX EX EX EX
4 EX EX EX EX EX EX EX EX EX
5 EX EX EX EX EX Ex EX EX EX
6 EX EX EX EX EX EX EX EX EX
7 EX EX EX EX EX EX ExX EX EX
8 EX EX EX EX EX EX EX EX EX
9 EX EX EX EX EX EX EX EX EX
10 Ex EX EX EX EX EX EX EX EX
1" EX Ex EX EX EX EX EX ExX EX
12 EX ExX EX EX EX EX Ex EX EX
13 EX ExX EX Ex EX EX EX EX EX
14 EX EX EX EX EX EX EX EX EX
15 Ex EX EX EX EX EX EX EX EX
16 EX ExX EX EX ExX Ex EX Ex EX
17 Ex Ex EX EX Ex EX Ex Ex Ex
18 EX Ex EX Ex EX EX EX EX Ex
19 EX EX EX EX EX EX EX EX ExX
20 EX ExX EX EX Ex EX EX ExX EX
21 Ex EX EX EX EX EX EX EX EX
2 EX EX EX EX EX EX EX EX EX
23 EX EX EX EX Ex EX EX EX EX
24 EX Ex EX EX EX EX ExX Ex EX
2% EX ExX EX EX EX ExX EX EX Ex
26 EX EX EX EX EX EX EX EX Ex
27 EX ExX EX EX Ex EX EX EX EX
MonkeyOCR
A 8 c D E F G H |
HEGT SET SEG SET KRG SRS GRG GRG SRS
HET  HRGT SRS BT SEG SEG SRS FEG SET
EX EX EX EX EX EX EX EX EX
EX EX EX EX EX EX EX EX EX
EX EX EX EX EX EX EX EX EX
EX EX EX EX EX EX EX EX EX
EX EX EX EX EX EX EX EX EX
EX EX EX EX EX EX EX EX EX
EX EX EX EX EX EX EX EX EX
EX EX EX EX EX EX EX EX EX
EX EX EX EX EX EX EX
EX EX EX EX EX EX EX
EX EX EX EX EX EX EX
EX EX I X i EX EX EX
EX EX K:rabitex Cogient E’ror EX EX EX
EX EX EX EX EX EX EX EX EX
EX EX EX EX EX EX EX EX EX
EX EX EX EX EX EX EX EX EX
EX EX EX EX EX EX EX EX EX
EX EX EX EX EX EX EX EX EX
EX EX EX EX EX EX EX EX EX
EX EX EX EX EX EX EX EX EX
EX EX EX EX EX EX EX EX EX
EX EX EX EX EX EX EX EX EX
EX EX EX EX EX EX EX EX EX
EX EX EX EX EX EX EX EX EX
EX EX EX EX EX EX EX EX EX

Figure A38 | Compare with others in Table Recognition.
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R ETT o B
vty | A0 T By
WNEACE i
W7, BARTE T
WL BB,
1| e Vo423 2428 R AL
BUR T
SR 7,
FEETH AT
WMEACE
W7, T s
WL, T8 LU
i L4230 4% K
2 | Ew LU T
W3 4R TR B
65, T8 5 5
“HF
PR T4
3| s T, Tl L 245
E4%3)
WM ACE
W7, BT T
s BIF T BB A
A A R A
4| kit { LR e
i I 454 9 1
i FEACT 5
R¥
FEH _
mows | TRSY smmn mtrem
KT ENAT R, 00 L BRI,
1 RS LR, SRR R B ST R0,
FERFE-AF
BMKT RN EROF, FORL,
2 waEn FAUBE R0 LR S BRI F EREEFHE,
RERFRERG 7 FERTFB—RF
B ey BN TE RO, FO8BL N6 LR
BT RN B, FONT,
4 ) RS TR SRR A SRR,
REBRAER—5 FRETFS—RE

Image Lost

PaddleOCR-VL

REWE

EE

FHRET

e~

é—

HRIFIREA

BVBKTEREAMNETS, BEHF, FO8

L, BB, @LiER); HBERUUFR

FREEA, EEEFRN—7, FERT
B—RF

BT RENETS, BEEF, FOB

L, FRURBIHMBE LR YRV

FREEEHE, EEEHEERO—7, F
ERTA-RF

ANTE, AERF, FOBL 2WELE
&

BVBKTEREAMNAY, REHF, FO8

T, FURBRHME TR, HBRUHLATR

FRRAERERE, ERRERRER—T, FR
BF5—RF

FBED
HzEE)

MRES

wmEEs

2BAB

MonkeyOCR

FHETR

RIFIRE

AT 575, R FO0 B.L UREBHEE L%
LHBERVH UFEREEA T, WREFRN—F5, FERTR—RF

FORATERN A7 AR FO0 8L FRUNEN e LR,
HBR DAUFEREES B IGSEFHRER 05 FERTS

=R%

ANTE AEM FFONL2NE L8

BKTEEN 575 ERERFFO0 BT FURSNE @ TR,
LBRN HUAFRERERER B SRR RER — 5 FRETS—

R¥F

Image Lost

Figure A39 | Compare with others in Table Recognition.

68



E.4. Formula Recognition

v 13 \: '€y @y a; a3 ay|
0 __- i
1 14)191 : f(a)f(ﬂ)f(v) [T @ @ by by by by by |
12 He@g(prg(v) U e e e ene.
i
: 0 :"h(a)h(ﬂ)h(v 1 v r g p 1o i
! 1 1 1
(S 9\ lo !
P T
| 4n %2
i
i éy On
i
L8y @y
7 N
rQ 1 11 1 1 N
' 2 3 a n 1 ]
' 1 3 4 5 1 2 I
L lAl = gn(n+1) o i '
1 : H H H
i n—1n 1 - n—3 n—2 '
. n T - m—2 n—1 !
: 1 o o o of !
: 2 1 2 n—2 —1f 1
! 1 3. 1 2 —2 —1|
: = En(n + 1) : : : :
|
. n—1 1 2—mn - -2 -1
' n 1—-n 2—n « =2 ~A i
. 1 2 n—2 —i E
: 1 2 -2 -1 1
' _ 1 . . . 1
H = 57!(11 + 1) : : :
i
' 1

ITINE 1 a a® by |
1ot | f(@)f(B)F(7) 1 8 B ol
1 4 o Cop 1
gl ’s;(a)sill(ﬂ)s;l(v) B
LT o0 «a i
R CLCLON I P

g:ucturéError::::::_'_'_':::_'_'_‘:Structure_Error_f\
i |: an e @y || [ ann ap a3+ kan | i
L] e an ay (| an an ax+kay |
i Lan ax as az a3 az+kay |
| 1
o --------- Value-Recognition-Error ==z o
111 1 1o
1A —%n(n+1)‘ 2 3 4 n Lo
: - ?n(n +1) 3 4 5 1 2 :
B R B P
: =+ no1 o1 n-3 n-2|
| no1 2 n-2 n-1]!
l )
TR Structure Error T g

i =’ +betc(a#0)=ale—h) +kTERh= ~L=afz- o) (e- IQ)B'Eﬁ'\'. '
‘/:::SttucturaErrotand:ValueBecggmtlon Ettot:

"
"o AB- 21 sk | AC-1-2 & ;
. gt i .
] ABxAC=| -2 0 -5 |= —10i-7j+4k '
: 1 -2 -1 - 1
' ﬁs‘ 7|:J<—1o>2+(—7>2+(4)2 ;

)

StructumError::::::::::::::::::::Sh'[mtureError:Z:

ﬁtructute -Error-and Value: Recognition Errol

PaddleOCR-VL

0 13 i '@ co a ay az a4 \"
W L F@fB)f()] Lo @@ o b b b b

i

51! 9(a)g(B)g(n) | =1 B ﬂ;’ Q e ¢ 3ol

2 5 hh(B)R(M| 1 v 2| |r ¢ p 1 0.
9% g p 1|,

a1 a2 a3 an ap a3 +kay |
35N E2EFH R '

Gy G2 a3 ay ap axp+kay |
az azp a3 a3 ap agktkay ||
H

‘© 1 101 1 1 N
2 3 4 n 1 .

1 3 4 5 1 2 i

|A| = —n(n+1)| o . i
2 : B :

n—1 n 1 - n—3 n—2 :

n 1 2 - n—2 n—1 !

1 0 0 0 0 :

2 1 2 - om—2 -1

1 3 1 2 . -2 -1 |

- 5"(" +0| . : : : : i

- - - - 1

n—1 1 2—n .. —2 —1 '

n 1-n 2—m --- —2 —1| |

1 2 on—2 -1 1

1 2 —% -1 -

=_n(n+1)| : : : E

i

1

N
e‘u{ ﬁ:m 51: AC=i-2j-k
b

. ':?xﬁ

E
72 0 —5| = —10i — 7J+4k
: 1 -2 -1
| [AB x 40| = V(102 + (-7 + @

\

=a(z—z)(z —z2) KHA /,:

f@)f(B)f() |1 o? lticolumndc]
9(a)g(B)g(y) |1 It
h(a)h(B)h(7) |1

=™ R
=,
=

T q p/ 1|0
Tlq

a3 + kan
ags + kay,
asz + ka31_

a2
a2
ass

a2
a2
aszz

a2
asy

alS} ‘ 55 3 3 1Pk |:a11
R ——

1 2—n

n\\ t

=a(lz — z1)(lz — x,)

Figure A40 | Compare with others in Formula Recognition.

69

s -



E.5. Chart Recognition

Original Chart PaddleOCR-VL

WH/AWT 2501 GDP (Z7T)  GOPHIE (%)

= 33500 42
P 33000 58

ws 23500 60

T 22500 62

i 15500 ss

BA9: 2501 54 A LM T GOP & MAF LAt — . o
725) — 2501 GOP s GDPHIE (%) # 13500 65
40,000 0% onad i 8
35,000 8% 8 12500 s0
2:m ;: am 12500 58
1201000 5% =0 12000 62
15,000 o % 11500 ss
1:% f: At 11000 58
RE 8000 ss

P 7500 58

iz 7000 s0

L I3 7000 45

=m 8500 2

ra 5000 ss

w 5500 ss

W 5000 a5

i 4500 ss

i 4000 ss

E 3500 s0

R 3000 ss

i 2500 60

um 2000 65

am 1500 40

TR 1000 60

wa 800 s

e 500 80

Qwen2.5VL-72B GPT40

®f} | 2501GOP(ZF) GOPANM (%) #E  2501GOP(Z7) GOP 8l (%)

rs 30000 40 r= 35,000 65
pe 30000 40 ey 30,000 65
ws | 25000 40 ws | 25000 5
I | 20000 40 WL | 20000 55
B 15000 40 am 20,000 5
Am 15000 40 L 15,000 45
it 12000 40 i 15,000 5
wm | 12000 40 e | 15000 45
i 12000 40 k= ] 15,000 45
S 10000 40 - 10,000 45
Al 10000 40 = 10,000 5
=M 10000 40 £ 10,000 4
#m | 10000 40 @k | 10000 35
B 8000 40 e 10,000 4

i 10,000
'xl‘?v wonR i 40 E " N

‘ajue Recognition Error it

B | 8000 %0 naVdlaeRecognition Error
- L 3 8,000 45
z=m | 7000 40

zm | 8000 5
ra& | 7000 40 =

re 8.000 4
AR | 7000 40

meE | 8000 4
wE | eooo 40

wE 7,000 45
an | s000 40

L] 7,000 5
il | 6000 40

¥l 6,000 4
*# | s000 40

e | 6000 s
L 5000 40

WL | 6,000 3
&% | 5000 40

w# | 5000 s
L] 5000 40

um | 5000 3
Ll 5000 40

e 5,000 45
FH | 5000 40

TH 4,000 4
wm | s000 40

LL] 4,000 45
ER 5000 4.0

&R | 300 8

Figure A41 | Compare with others in Chart Recognition.
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Original Chart PaddleOCR-VL

BB PREAREFETNNFIMZNEEY (Dec 2020=100) Lt (BH)

Jan-24 84.5% -1.0%
F&FERYE - FEEMNTEEIMZMEES hdtd 84.8% 0.2%
(Dec 2020=100) £ Mar-24 83.8% -1.2%
86 " o 1.0%
| Apr-24 83.0% -0.8%
84 05%
- 0.0% May-24 81.0% -2.6%
82
- 0.5% Jun-24 80.0% -12%
80 R
10% Jul-24 79.0% -1.2%
78 L 15%
e 20% Aug-24 78.0% -1.7%
| .25% Sep-24 76.0% 20%
74 5 -3.0% Oct-24 75.8% -0.5%
72— 2 | 35%
Nov-24 76.2% 0.7%
A 2 o Lo S o S I
o O W N (¥ o & o T Dec-24 75.8% -0.5%
e (%) —o— h RFRE = FETMRTHRZ N Jan-25 75.6% -0.4%
Feb-25 75.2% -02%
Mar-25 75.0% -0.3%
Apr-25 74.0% -1.3%
Qwen3VL-30B-A3B GPT40
Bl PRERE_FETMNTFIRTMEER it (G%) i FHEER
Jan-24 85.0 -1.0% Jan-24  -1.0%
Feb-24 84.8 -1.2% Feb-24  0.2%
Mar-24 84.2 -0.8% Mar-24 -1.2%
Apr-24 83.6 -2.6% Apr-24 -0.8%
May-24 81.4 -1.2% May-24 -2.6%
Jun-24 80.8 -1.2% Jun2d | -12%
Jul-24 80.2 1.7% wzd | -17%
-24 79.4 -2.0%
Aug Aug-24  -20%
Sep-24 77.8 -0.5% Structure Error
Sep-24 0.7%
Oct-24 78.2 0.7%
Oct-24 -0.5%
Nov-24 78.0 -0.5%
Nov-24  -0.5%
Dec-24 77.8 -0.4%
Dec-24 -0.4%
Jan-25 77.6 -0.2%
Jan-25 -0.2%
Feb-25 77.4 -0.3%
Feb-25 -0.3%
Mar-25 77.2 -1.3%
Apr-25 74.0 Value LD Mar25 | -13%
Apr25 -

Figure A42 | Compare with others in Chart Recognition.
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